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Abstract: In this paper, we considered image retrieval as a dichotomous classification problem and studied the effect of
sample size and dimensionality on the retrieval accuracy.
Finite sample size has always been a problem in Content-Based Image Retrieval (CBIR) system and it is more
severe when feature dimension is high. Here, we have discussed feature vectors having different dimensions
and their performance with real and synthetic data, with varying sample sizes. We reported experimental
results and analysis with two different image databases of size 1000, each with 10 semantic categories.

1 INTRODUCTION

Content-Based Image Retrieval (CBIR) where im-
ages are being represented by their visual features
has been an active research topic in recent years.
The application domain of CBIR encompasses a wide
range including medical, defence and security surveil-
lance systems. The selection of features e.g. colour,
shape, colour-layout etc. and their proper representa-
tion e.g. colour histogram, statistical moments etc.
are very important for good system retrieval. The
concept of co-occurrence matrix in texture has been
known for long (Haralick et al., 1973), however, its
use in colour has been reported very recently (Huang,
1998), (Shim and Choi, 2003), (Ojala et al., 2001).
A Colour Co-occurrence Matrix (CCM) represents
how the spatial correlation of colour changes with
distance i.e. pixel positions. In (Shim and Choi,
2003), a Modified Colour Co-occurrence Matrix is
used where a CCM of Hue is simplified to represent
the number of colour pairs between adjacent pixels (4-
neighbourhood). They did not consider the adverse
effect of ignoring Saturation and Value components
of colour. The diagonal elements in a CCM convey
the colour information of the entire image whereas
the non-diagonal elements represent the shape infor-
mation in an indirect way (Das and Ray, 2005), (Shim
and Choi, 2003). We described (Das and Ray, 2005) a
compact feature representation based on the elements

of CCMs in HSV (Hue, Value, Saturation) space. The
feature vector consists of all diagonal elements and
one representative value for all non-diagonal elements
of the CCM. Although the addition of features con-
tributes to better retrieval, it brings up the problem
of Curse of Dimensionality (Hughes, 1968), (Duda
et al., 2001). Hence, dimension reduction has be-
come a critical issue in feature representation and im-
age indexing of CBIR systems (Wu et al., 2000). In
(Das and Ray, 2005), we tried to reduce dimension
without compromising the retrieval accuracy. Experi-
mental results reveal that diagonal elements of CCMs
are much more in number (about 80%) compared to
the non-diagonal elements (about 20%). This is in
line with that reported in (Shim and Choi, 2003). As
the diagonal elements in the feature vector are the
majority, manipulating them in any way may con-
tribute to loss of information content of images sig-
nificantly. Also, it is worth noting that most of the
non-diagonal elements are zero. Thus representing all
the non-diagonal elements with a single Sum-Average
(Haralick et al., 1973) value (for details, see section
3) attributes to several benefits: i) the Sum-Average
of non-diagonal elements would be less sensitive to
noise and thus enhance retrieval performance, ii) the
dimension is reduced significantly, thus reducing on-
line computation and retrieval time, iii) compared to
other methods of dimension reduction e.g. Principal
Component Analysis (PCA)(Wu et al., 2000), com-

241

Das G. and Ray S. (2007).
PERFORMANCE OF A COMPACT FEATURE VECTOR IN CONTENT-BASED IMAGE RETRIEVAL.
In Proceedings of the Second International Conference on Computer Vision Theory and Applications - IU/MTSV, pages 241-246
Copyright c© SciTePress



ndiag =
L−1

∑
x=1

L

∑
y=x+1

(x+ y)pxy (1)

where Sum ndiag are Sum-Average of non-diagonal
elements of P. We chose HSV colour model as it
is known to be perceptually uniform. We tried to
make the spatial correlation more sensitive to Hue
and less sensitive to Value and Saturation. We experi-
mented with different levels of quantization and found
HSV=[16,3,3] to be a good choice. This finding is in
line with (Ojala et al., 2001). We chose co-occurrence
distance d=3 and used pixel pairs in both vertical and
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sis j
(4)

where si and s j are the standard deviations of xi
and x j respectively.

By construction, a correlation is always a number
between −1 and 1. Correlation inherits the symme-
try property of covariance. To understand the feature
dependence better and to explain our results we have
introduced the following parameter α:

α =
∑M

i=1 ∑M
j=i+1 |ri j|

M(M−1)/2
(5)

In eqn (5), a high value of α indicates that the fea-
ture correlation is high.

To find the statistical significance of correlation
coefficient we used t-test given by the following for-
mula (Spiegel, 1998):

t =
r
√

N−2√
1− r2

(6)

where r is the correlation coefficient between two
variables and N is the number of samples. The proba-
bility of the t-test indicates whether the observed cor-
relation coefficient occurred by chance, if the true cor-
relation is zero. To state in another way, t-test is a
measure to find whether the correlation between two
variables is significantly different from zero.

In our case, we have multiple feature components
and in eqn (6), we have replaced r by α. This allows
us to test the statistical significance of the average cor-
relation value. Note that this is only an approximation
of the t-test that is applicable to a pair-wise correlation
coefficient test.
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Avg of diag Avg of non-diag α
DB1 Real Data 148-D 1.000 0.229 0.229

25-D 1.000 0.158 0.158
Synthetic Data 148-D 1.000 0.077 0.077

25-D 1.000 0.081 0.081
DB2 Real Data 148-D 1.000 0.221 0.221

25-D 1.000 0.157 0.159
Synthetic Data 148-D 1.000 0.100 0.100

25-D 1.000 0.100 0.100

site http://wang.ist.psu.edu/. We picked up 500
images randomly for training and the rest 500 for
testing. We changed R = 50, 40, 30, 20, 10 while
NR = 450.

4.2 Results Analysis

4.2.1 Behaviour of Feature Vectors with Real
and Synthetic Data

Table 1 shows the co-variance values calculated for
both real and synthetic data, for original dataset con-
taining all 100 images per category, thus total num-
ber of images in the dataset is 1000. For real data,
the average of non-diagonal elements is more with
148-D compared to 25-D. This is true irrespective of
datasets. This is because 25-D has been constructed
form 148-D by combining features in an intelligent
way. The t-test for both 25-D and 148-D with real
data showed statistical significance with 99% confi-
dence. For synthetic data, average of non-diagonal
elements is more or less the same for both 148-D and
25-D. This is true for both datasets. The t-test shows
a confidence level of 98%, though ideally the α value
for synthetic data should be very close to zero. The
reason behind this is the way we constructed the syn-
thetic dataset. The way we generated synthetic data
it is only assured that there is no feature correlation
within a semantic class, however, feature correlation
is possible over entire dataset.

Please note that for real data, α for PCA25-D is
zero for both data sets. This is because in the principal
components are orthogonal and hence, they have zero
correlation.

4.2.2 Behaviour of Feature Vectors at Varying
Relevant Class Sizes

In previous section we have shown performance of the
feature vectors for R = 50. However, as R changes,
precision will change. In this section we will demon-
strate the performance of the feature vectors for vary-
ing R. For all three vectors, precision with synthetic
data is better than with real data. This is true for all
values of R and for both datasets. However, for 25-D
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(c) PCA25-D
Figure 1: DB1: Behaviour of feature vectors with real and synthetic data.
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(a) 25-D
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(b) 148-D
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(c) PCA25-D
Figure 2: DB2: Behaviour of feature vectors with real and synthetic data.
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(a) DB1: Real data
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(b) DB2: Real data
Figure 3: DB1 and DB2: Comparison of feature vectors with real data.
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(a) R = 50, NR = 450
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Figure 4: DB2: Precision-Recall graphs for 25-D and 148-D.
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