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Abstract. This paper considers the information that can be captured about users
and groups from a collaborative filtering data set with a view to creating user
models and group models. The approach outlined defines a number of user and
group features which are represented using a graph model where links exist be-
tween users and items, between users and users, and between items and items.
The main focus of this paper is to extract implicit information about users and
groups that exists in a collaborative filtering data set.

1 Introduction

Modern information spaces are increasingly becoming more complex where informa-
tion and users are linked in numerous ways, both explicitly and implicitly, and where
users are no longer anonymous, but generally have some identification and a context in
which they navigate, search and browse. This offers new challenges to recommender
system designers, both in capturing this information and combining it to provide for a
more personalised and effective retrieval experience for a user.

The original foundations of collaborative filtering came from the idea of “automat-
ing the word of mouth process” that commonly occurs within social networks [1], i.e.
people will seek recommendations on books, CDs, restaurants, etc., from people with
whom they share similar preferences in these areas.

Although collaborative filtering is most frequently seen as a way to provide recom-
mendations to a set of users, collaborative filtering data sets also allow for the analysis
of social groups and of individual users within a group, thus providing a means for
creating a new user model, group model or for augmenting an existing user or group
model.

User modelling has had a long history in many computer science domains and tra-
ditionally user models were created based on evidence from explicit user actions. There
has been a gradual change in this approach and now the focus is on building user models
using implicit information gleaned from the user’s interaction with a system, the user’s
interaction with data and information, and the user’s interaction with other users.

A social network can be defined as a graph representing relationships and inter-
actions among individuals [2]. Nodes in the graph represent individuals and the links
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between the nodes represent some relationship or relatpmbetween individuals.
Many modern social networks are found on the Internet in ¢ fof virtual commu-
nities and the study and analysis of social networks ocecunsainy different fields.

A number of systems based on social networks and small wetlgarks have been
proposed for referral and recommendation [3], [4], [5],46H [7].

Other work linking social networks and collaborative filtey has viewed the col-
laborative filtering data set as a social network with the afranalysing properties of
users and items with a view to improving retrieval perfore®f8], [9], [10] and [11].
Aims other than solely improving retrieval performance @s® explored in [8].

This paper considers the way that recommender systemsumsarg and groups to-
gether and considers the ways that the information fromethesommender systems
can be extracted to form user and group models. The motivéditthis work is that al-
though in collaborative filtering approaches, users amnaftustered into groups based
on finding “similar users”, there is no modelling of the feat of a particular group.
In addition, a user generally only belongs to one group apdrtdrom the addition of
new users, groups do not change significantly over time. ddmsrasts with work in the
general field of user modelling where it is recognised thatex’s interests will change
over time and a model must be able to incorporate these change

The goal of the work presented in this paper is to specify tifierination which
can be captured about users and groups given a collabofitéreng data set and to
provide a model that will represent features of a user modélagroup model that
ultimately can be used to maintain histories of users andmgdn a collaborative fil-
tering information space. In this work the collaborativéefiing data set is viewed as a
graph or network. Features of users and groups are thersespieal in this graph. We
believe that such a set of features can be used in order tdogewere personalised
recommender algorithms. Furthermore, the work can alsgpkeal to the field of so-
cial networks for recommendation. In order to pursue suctkwds necessary to first
consider the user and group features available in collgéierfitering data sets.

Section 2 presents related work in collaborative filtering aocial networks. Sec-
tion 3 outlines the user and group features which can be agttaand presents the
graph model. Section 4 discusses the potential usefuldeke features and approach
and presents conclusions.

2 Related Work

Given a set of users, a set of items, and a set of ratings boo#tive filtering systems
attempt to recommend items to users based on user ratintisb@uative filtering sys-
tems generally make use of one type of information, that rigr patings that users
have given to items, although some recent work has invastighe incorporation of
additional information, particularly content. To datephgation domains have predom-
inantly been concerned with recommending items for satg (aovies, books, CDs,
restaurants) and with small amounts of text such as Usetigdearand email messages.
The data sets within these domains will have different dattaristics but they can be
predominantly distinguished by the fact that they are batgd and sparse: in a typical
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domain, there are many users and many items but any user wolylthave ratings for
a small percentage of all items in the dataset.

The problem space can be viewed as a matrix consisting ofatiiveggs given by
each user for the items in a collection, i.e. the matrix cstssdf a set of ratings; ;,
corresponding to the rating given by ugdp an itemj. Using this matrix, the aim of
collaborative filtering is to predict the ratings of a pantar user,i, for one or more
items previously not rated by that user.

The problem space can equivalently be viewed as a graph wiogles represent
users and items. The links, or edges, between user nodeseamehddes represent a
rating for the item by the user. Graph-based representatiane been used for recom-
mendation as well as being used in the social network arsatysiollaborative filtering
data sets.

2.1 Graph-Based Approaches for Recommendation

Several researchers have adopted graph representatiorteinto develop recommen-
dation algorithms. A variety of graphs have been used: titkdwo-layer, etc., and a
number of graph algorithm approaches have been adopted¢eting [12], spreading
activation [13]).

Aggarwal et al. preserttorting, a graph-based technique where nodes represent
users and directed edges between nodes correspond to ithe ofgtredictability [12].
Predictions are produced by traversing the graph to neasbgsiand combining the
ratings of the nearby users.

Huang et al. present a two-layer graph model where one ldyerdes corresponds
to users and one layer of nodes corresponds to items [13€eThpes of links between
nodes are represented: item-item links representing iteritasity based on item in-
formation, user-user links representing user similardagdsl on user information, and
inter-layer user-item links between items and users tha@esent a user’s rating (im-
plicit or explicit) of an item.

Transitive relationships between users, using a sub-dato§raph representation,
is again explored in [14]. A bipartite graph is used with oeeaf nodes representing
items and the second set of nodes representing users. Tisadtens of users and user
feedback is modelled as links connecting the nodes betvieetwb sets. The goal was
to compare how well different collaborative filtering apacbes deal with the sparsity
problem and the cold start problem for new users.

2.2 Collaborative Filtering as a Social Network

As well as being used for recommendation, a collaborativeriiilg data set has been
viewed as a social network where nodes in the network reptresers and the link
between users can be calculated based on the items usersateyand/or the actual
ratings that users have given these items [2], [11], [9] hitbet al. state that “In contrast
to other social networks, recommender systems captureagttens that ardormal,
guantitative andobserved [9].

A social network can be defined as a network (or graph) of betitities (e.g.
people, markets, organisations, countries), where tla ljor edges) between people
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represent social relationships (friendships, work callakions, social collaborations,
etc.). Recently, online relationships between people hsgebeen used to create social
networks.

A number of systems based on social networks and small wetigarks have been
proposed for referral and recommendation. Such socialor&sshave been built using
histories of email communication [6]; co-occurrence of eanon WWW pages [7];
co-use of documents by users [15]; and matching user moddIprafiles [3].

Rashid et al. [9] view the collaborative filtering data setacial network where
users are linked to each other. The aim is to fimftuential usersLemire also consid-
ered influence and found that recommendation results wéter lifghe system was not
“too democratic”, i.e. it was found that it was better not nplize users with a high
number of ratings [10]. In addition, Lemire considers #iability of a collaborative
filtering system, defining stability as a property which &xi$ a single user in a large
set does not make a difference to the results for some acter u

Mirza et al. also induce a social network from a collaboafiltering data set where
connections between users are based on co-ratings of treeitans [8]. They define
a hammock jumps a connection between two users in the network that widiteki
the users have at leastitems co-rated (where is defined as the hammock width).
Herlocker et al. refer to this measure asignificance weightingvhereby they devalue
the correlation value between two users if this correlatialue has been calculated
based on only a small number of co-rated items [16].

Palau et al. analyse collaborative data sets using a nunfigpperties of social
networks [11]. These include: size, density, degree cktytnaetwork centrality, clique
membership and factions.

3 User and Group Features

This section specifies the implicit information about us@sction 3.1) and groups
(Section 3.2) that can be extracted from a collaborativerfily data set. A graph model
is presented in Section 3.3 which can be used to represeexfttieit and implicit user
and group information.

3.1 User Models

A user model is defined which consists of a number of featuvih, the values of all
features in the rang@, 1] and all calculated in comparison to all other users in tha dat
set.

For a user the following is considered:

— ratedis the number of items rated by usem comparison to the number of items
rated by all users:
ia - imin
imam
wherei, is the number of items rated by useri,,;, is the minimum number of
ratings a user gives ang,,.. is the maximum number of ratings a user gives. The
higher the value the more ratings a user has given.
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— avg-ratingandst. devare the average score given to items by usand the standard
deviation of user in comparison to the average score given to items by all users
(and associated standard deviations) respectively.

— liked is the number of items liked by user(counting the items whose value is
greater than or equal to the average rating of usasliked [17]) calculated by:

liked, — likedmin
likedmag

whereliked, is the number of items liked by user liked,,;, iS the minimum
number of items liked by a user aiiked,, . is the maximum number of items
liked by a user.

— dislikedis the number of items disliked by usefcounting the items whose value
is less than the average rating of ugexsdisliked[17]) calculated by:

disliked, — disliked,;n,
disliked, oz

wheredisliked, is the number of items disliked by user disliked,,;, is the
minimum number of items disliked by a user atidliked,, . iS the maximum
number of items disliked by a user.

— avg-item-popularityis the popularity of the items rated layin comparison to the
popularity of these items across all user ratings for thtesas.

— N-common-raterss the number of users who have ratdditems in common,
choosing some constant value for.

— influenceis a measure of how influential a user is in comparison to atkers (see
below for description).

Apart frominfluence the above user model features have simple calculations. As
also considered in [9] and in [8]nfluenceis defined here by using measures from
social network theory, in particuladegree centralityanddistance centralityln order
to calculate these, the data set is viewed as a social nette nodes represent users
and the values of weights on edges between users are bassdraatings. Generally
a social network graph may only consider the presence onabsaf a link between
nodes or may consider the strength of the link (or relatiggsfmong nodes. Positive
correlation values based on user ratings can also be usée aslge weights and can
be used to indicate the strength of the relationship betweemser nodes [9].

Degree centralityis measured by counting the number of links a node has to other
nodes. A high degree centrality value indicates the levebohection with other users
and a node can be considereehtral if it has a higher degree than any of the other
nodes whereas a node with a low degree is isolated from maseaither users in the
network [18].

Distance centrality is measured by calculating the shortest paths between nodes
Distance centrality gives an indication of the “power” of@de in terms of its distance
to all other nodes. For example, in a star network one nodeaidmally close to all
other nodes while all the other nodes are maximally distamhfeach other.

Another centrality measure of possible interesbé&weenness centralityhich
would give an indication of “information control”, i.e. theumber of times a node is
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between two other nodes when these two nodes have no ditketidiween them. This
may be useful in analysing if the network is dominated by a¥ew central nodes as
these nodes essentially become “hubs” and thus withou¢ thedes the network may
be disconnected. A star network is an example of a networkagung one node with

a very highbetweenness centralitalue.

3.2 Group Models

A number of different group models can be extracted from thborative filtering
data set. The general aim of finding group models is to find tmégms of the network
where users are more closely linked to each other than to osegs.

From a recommendation point of view, generally a user grou@h active useti
is defined as the user nodes which are two steps, or links, fiaaythe user node,
possibly where links above a certain threshold weight ahg @ansidered. Some work
has also considered nodes which are more than two links awaythe active node as
neighbour nodes (e.g. when considering transitive reiatigps [12], [14], [13]).

We consider groups from the perspective of an individual us&hena is the active
user the group model tells us about the users which influenedena is member of
some active user’s group the group model tells us about theeircea exerts on other
users in a group.

Whena is the active user, we are interested in:

1. The common items that the group has rated.

2. The number of nodes in the user’s group (where the link teighust be greater
than some threshold and we only consider nolelinks away from active node
a).

3. The clustering coefficient of the group, i.e. a measureoaf bonnected the neigh-
bours ofa are to each other. For example, considering the case whés so that
only user nodes 2 links away fromare considered, the resulting network is a star
network witha as the hub if no links between the neighbours are considétes.
network has a clustering coefficient of 0. If a network hasustering coefficient

of 1 it means that all ofi’'s neighbours are connected to each other. The clustering

coefficient can be calculated by:

actual
possible

whereactual is the number of actual links between neighbour nodesparstibic
is the number of possible links which can exist between rmgh nodes. If the
links are undirected then the number of possible links tlaat exist betweem
nodes is:

(n* = n)

1ble =
possible 5

Thus the formula becomes:

actual x 2
(n? —n)
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When user is a member of some active user’s group we are interested in:

1. The number of groups to whiehbelongs.

2. The “closeness” ofi to the active user, i.e. the weight betweemand the active
user.

3. The clustering coefficient af, i.e. the number of other users thaits connected to
in the group (note that will have to be connected to at least one node, the active
user node).

In this section we have outlined a number of features whichbeaextracted from
the collaborative filtering data set. These features cam foart of a user and group
model.

3.3 Representing Properties of Users and Groups using a GragModel

In our representation the collaborative filtering problgrace is viewed as a graph with
a set of user nodes, a set of item nodes and sets of weighted ethich connect nodes.

Initially user nodes and item nodes are connected via a wetigedge, the value of
which is a function of the rating given to an item by a user tidate the level of like
or dislike for that item.

Apart from some scaling of the rating value users have gigétemns, this graph is
a direct mapping of the data in the matrix representation goaph representation of
the data. Therefore the information on user models and gramgels is not represented
explicitly. To represent this information explicitly, aitidnal edges are added to the
graph. These additional edges represent further reldtipndetween users and items,
relationships between items and relationships betweers.user example, a relation-
ship exists between commonly rated items; between highédridems; between users
who have rated a set of the same items; between users wittstdighard deviations;
between users with low standard deviations; etc. The vdltleeonveights on the edges
connecting these nodes is a function of the value obtaired fhe features listed in the
previous sections.

Depending on the user of interest, or the group of interedy, ®ome of the edges
may be considered and only portions of the graph may be sadeA spreading acti-
vation search approach [13] is being used to highlight iteussers and groups where
the features identified and presented in this paper are osgetérmine and constrain
the spreading activation.

The graph model can be used for recommendation with or wittieiadditional
information from the features identified. In addition, thegh model can be used to
help inform improved, more personalised recommendatioispaovide useful infor-
mation and feedback to users. The graph model can also baaisgglain more fully
the reasons for good and bad recommendations.

4 Conclusions and Future Work

In this paper we have reviewed work in collaborative filtgrisocial networks and
graph-based recommendation, highlighting the simiksitbetween the work. Tradi-
tional collaborative filtering approaches do not adopt glgrbased representation al-
though some graph-based approaches have recently bedoypdel/and some researchers
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in the social network domain have adopted collaborativeriiiy approaches. In this
paper, we have defined features of users and groups that dadaritiied from a col-
laborative filtering data set and that can be of use in progignore personalised rec-
ommendations. These features are represented using a maE. We believe that
these features are of use in defining and formalising alyostfor recommendation in
collaborative filtering and social networking domains.

Ongoing work involves experimental evaluation of the ubefas of the graph model
presented and the identified user and group features. Thigwdalve developing and
testing graph-based recommendation algorithms for cotkive filtering and compar-
ing these with more traditional collaborative filtering apgches. As briefly mentioned,
a spreading activation search approach is being used thgtfigitems, users and groups
for recommendation to users.

In addition, future work involves demonstrating that thagrs built from collab-
orative filtering data sets are structurally similar to dmadrld networks. This will
strengthen the case for the application of graph-basedmeemdation algorithms to
modern social network communities.
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