Automatic Color-to-Gray Conversion for Digital Images in Gradient Domain
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Abstract: Color-to-grayscale conversion for digital color images is widely used in many applications. In this paper an automatic gradient domain color-to-gray conversion method is described. By enhancing the luminance gradient with a modulated chromatic difference enhancement in CIELAB space, a gradient field is created to construct the resulting grayscale image using a Poisson equation solver. A sign function for the gradient is defined for isoluminance color images to keep correct color ordering. By introducing a structural similarity index measurement (SSIM), the main parameters of the method are automatically optimized in the sense of human vision. Therefore, this method can automatically produce artifact-free and salience-preserving grayscale images that coincide with human perception for the color difference.

1 INTRODUCTION

Grayscale images are necessary in many application areas such as black-and-white printing, computational photography, video and animation, etc. Hence, converting digital color images into grayscale images without losing of details and distortions in human vision is an important issue in computer graphics. Although some color-to-grayscale conversion algorithms have been successfully used in industry, there are still many problems remain unsolved, e.g. maintaining the color discriminability for isoluminant colors during the conversion.

In the existing literatures, there are mainly three categories of color-to-gray conversion algorithms:

(1) Linear combination of the original color channels, typically, the Y component of CIEXYZ system (Ohta and Robertson, 2005). This kind of algorithms are widely used in industry, but they lack the discriminability of isoluminance colors.

(2) Global optimization algorithms (Gooch et al., 2005; Kim et al., 2009) try to avoid the problem of category 1, by solving a global optimization problem to modulate the final grayscale representation. However, many of this kind of methods are very time-consuming. Some new researches introduce simplified methods to improve the computational performance (Lu et al., 2012b).

(3) Local feature enhancement algorithms (Neumann et al., 2007; Smith et al., 2008; Grundland and Dodgson, 2007; Ancuti et al., 2011) locally enhance the grayscale to preserve the original color and luminance contrasts, but still suffer from the low execution efficiency and the grayscale distortion.

For an ideal color-to-gray conversion algorithm, several requirements should be satisfied. First, the resulting grayscale image have to coincide with the luminance vision of human eyes, which is typically defined by the $L$ component of CIELAB color model (Wyszecki and Stiles, 1982). Second, for an isoluminance color image, all the colors in the image must be discriminable in the resulting grayscale image. Third, no artifacts should be introduced into the resulting grayscale image. For an image generated by a Poisson Equation Solver (PES) working in gradient domain, these artifacts usually appears in the form of “halo effect”, which must be reduced to be invisible by human eyes (Fattal et al., 2002).

In this paper, we present a new category 3 algorithm based on our previous work (Zhou and Feng, 2012). The new method automatically generates grayscale images from color images under a structural...
similarity constrain. It performs color-to-gray conversion in the CIELAB color space, and taking advantage of the gradient domain of the image.

In gradient domain image processing, an image can be presented by the gradients at each pixel, and the gradient can be treated as a partial derivative of the original image. When this partial derivative is solved by a PDE solver such as PES, the original image can be reconstructed. By modifying data in the gradient domain, a different image can be obtained for certain purpose. In Fattal’s method (Fattal et al., 2002), this strategy is used to convert a HDR image into a LDR one, so that it can be correctly displayed in a LDR device. Similar applications can also be found in the literature (Pérez et al., 2003; McCann and Pollard, 2008).

Therefore, in our method, we generate such a gradient field and employs a PDE solver to reconstruct the grayscale image from the color image. The gradient at each pixel measures the color differences between its neighbors. By enhancing the luminance difference with the chromatic difference component in CIELAB space, the salience of the original color image caused by color vision can be well preserved in the resulting grayscale image (Fig. 1). By attenuating the amount of the chromatic difference component, grayscale distortions can be minimized and become imperceptible to human eyes. Additionally, a sign function for the color difference is also defined to keep correct color ordering for isoluminance color images.

This color difference is calculated base on the CIE LAB model (Ohta and Robertson, 2005), which is a reflection of the color vision of human eyes, hence the converted grayscale image will be an excellent approximation of the original color image. Furthermore, there are four parameters used for attenuating the chromatic difference and keeping the color ordering. They are automatically optimized utilizing a structural similarity index measurement (SSIM) (Wang et al., 2004) between the converted grayscale image and the original color image, which leads to better preserving of the structural details of the image. Experiments show that our method can produce outstanding results in contrast to the prior works.

2 COLOR-TO-GRA Y CONVERSION IN CIELAB-BASED GRADIENT DOMAIN

2.1 Gradient Domain Image Processing

In gradient domain, a grayscale image $I$ is a discretization of a continuous 2D function $I(x,y)$ defined in $\mathbb{R}^2$. It can be represented by the gradient $\nabla I$ of the original $I(x,y)$

$$\nabla I = (I_x, I_y) = (\frac{\partial I}{\partial x}, \frac{\partial I}{\partial y}).$$

(1)

The discrete form of Eq.(1) is formulated as

$$\nabla I = (I_x, I_y)
\quad = (I(x+\Delta x,y) - I(x,y), I(x,y+\Delta y) - I(x,y)).$$

(2)

Therefore, this equation can be solved by a PDE solver such as Poisson equation solver (PES) (Fattal)

$$\nabla \rightarrow P_{ES} \rightarrow I$$

$P_{ES}$ : Poisson Equation Solver

Figure 2: Gradient domain image processing.
et al., 2002; Press et al., 1992) to reconstruct the original image \( I \), as illustrated in Fig. 2. For the problem of color-to-gray conversion, if \( I \) refers to the luminance component \( L \) of a color image \( C \), then from the gradient field \( \nabla I \) we can reconstruct the luminance of \( C \) (Fig. 3(d)).

\[
\Delta E = \sqrt{(\Delta L)^2 + (\Delta a)^2 + (\Delta b)^2}. \tag{3}
\]

where \( \Delta L, \Delta a, \Delta b \) are the differences along the coordinate axis. Hence, if we use only the luminance component \( L \) to reconstruct the grayscale image, the resulting image will not coincide with the color difference that human eyes perceive (Gooch et al., 2005).

It is straightforward to use the color difference in Eq.(3) which includes chromatic difference for instead in constructing the gradient field. Experiments show that more color difference can be successfully preserved in this way (Fig. 1). However, perceptible grayscale distortion may occur at the same time, especially where strong or noisy color differences exists (Fig. 3(b)). In order to remove these artifacts, we add an attenuation function \( A(\cdot) \) to Eq.(3), whose details will be given in Section 3. Then, the modulated color difference is formulated as

\[
\Delta E = \sqrt{(\Delta L)^2 + (A(\sqrt{(\Delta a)^2 + (\Delta b)^2}))^2}. \tag{4}
\]

\[ C_i = \sqrt{(a(x+\Delta x,y) - a(x,y))^2 + (b(x+\Delta x,y) - b(x,y))^2}, \]

\[ C_s = \sqrt{(a(x,y+\Delta y) - a(x,y))^2 + (b(x,y+\Delta y) - b(x,y))^2}. \tag{6} \]

Then, \( \nabla C \) can be calculated from \( \nabla L \) and \( \nabla C(a,b) \) using Eq.(7), before it is fed into the PES to reconstruct the grayscale image \( G \):

\[
\tilde{\nabla} C = \left\{ \begin{array}{ll}
\text{sign}(L_0, a(x+\Delta x,y), a(x,y), b(x+\Delta x,y), b(x,y)) \cdot \sqrt{E_x^2 + A^2(C_i)}, \\
\text{sign}(L_0, a(x,y+\Delta y), a(x,y), b(x,y+\Delta y), b(x,y)) \cdot \sqrt{E_y^2 + A^2(C_s)}.
\end{array} \right. \tag{7}
\]

Here, \( A(\cdot) \) is the attenuation function for the chromatic differences \( C_i \) and \( C_s \), used to remove grayscale distortions caused by the PES. Function \( \text{sign}(\cdot) \) defines the sign of the gradient. It is used to determine the color ordering for isoluminance color images (Section 4).

**3 ARTIFACT REMOVAL**

When creating new images with PES, a common problem is the existence of artifacts. In color-to-grayscale conversion, the artifacts lead to the grayscale distortion as shown in Fig. 3(b). There are many works aim to solve this problem, e.g. Fattal (Fattal et al., 2002) employs a multi-scale schema
and Neumann (Neumann et al., 2007) removes the inconsistency of the gradient field. In our method, we employ a single-scale method and selectively attenuate the gradient enhancement to the chromatic differences to remove the artifacts. Experiments show that this scheme is fast and efficient (Fig. 3(c)).

The attenuation of gradient enhancement takes the form of an attenuation function $A(\cdot)$ as mentioned in Section 2.2, which is defined as:

$$A(x) = x \cdot \left(1 - \left(\frac{x}{c_{\max}}\right)^\gamma\right) = x \cdot A_0(x), \quad (8)$$

where, $x \in [0, x_{\max}], c \in [1, \infty), \beta \in [0, \infty)$ and $\gamma \in (0, \infty)$. The function works only on chromatic difference $c_c$ and $c_L$, therefore the enhancement to the luminance difference is always valid. Function $A(\cdot)$ scales down the input signal $x$ by a scaling function $A_0(x)$. As illustrated in Fig. 5, larger value of $\gamma$ will preserve more high chromatic differences, while smaller $\gamma$ will attenuate the high chromatic difference and preserve low chromatic differences. The constant $c$ is used to ensure that the largest chromatic difference will not be completely scaled down. In our implementation, we choose $c = 2.0$. Here $\beta$ and $\gamma$ are two key parameters to reduce grayscale distortions. Their values are automatically optimized according to a structural similarity function which measures the degree of distortion (Section 5).

![Figure 5: Image of the scaling function $A_0(x)$ in Eq.(8). Here: $c = x_{\max} = 1$ and (a):$\gamma = \frac{1}{2}$; (b):$\gamma = \frac{1}{2}$; (c):$\gamma = 1$; (d):$\gamma = 3$; (e):$\gamma = 21$.](image)

### 4 COLOR ORDERING FOR ISOLUMINANCE IMAGE

Keeping correct ordering for isoluminance colors is a challenge for color-to-gray conversion. In a converted grayscale image, the difference between the colors with different luminance are easier to preserve. However, it is difficult for isoluminance colors, since they are not discriminable in luminance. In our method, we determine the color orders by defining a sign function for the gradient field $\vec{V}C$.

$\vec{V}C$ is constructed from the modulated color difference (Eq.(4)), hence it is not a signed value by itself. If there is luminance difference between a pixel and its neighbor, the sign of the gradient at that pixel can be reasonably defined as the sign of the luminance difference. But that do not work for a pixel that has equal luminance with its neighbors. Instead, we employ a similar schema as Gooch’s method (Gooch et al., 2005). By competing the luminance difference $\Delta L$ with the chromatic difference $\Delta C$, our sign function is defined as:

$$\text{sign}(\Delta L, a_1, b_1, b_2) = \text{sign}(\Delta L + \alpha \cdot (\vec{v}_0 \cdot \vec{A_C})), \quad (9)$$

where $(L_3, a_1, b_1), (L_2, a_2, b_2)$ are CIELAB coordinates of two colors, $\Delta L = L_2 - L_1$, $\vec{v}_0 = (\cos \theta, \sin \theta)$, and $\Delta C = (a_2 - a_1, b_2 - b_1)$. $\alpha \in [0, 1]$ defines the strength of the chromatic difference affecting the sign of the gradient, and $\theta \in [0, 2\pi]$ defines a direction in the $a-b$ plane of CIELAB space.

Fig. 6 demonstrates the effect of our sign function. In the original image (Fig. 6(a)), the chromatic color differences between neighboring pixels are larger than their luminance difference, hence the sign function helps to reveal the color-blindness testing patterns in the converted grayscale images.

![Figure 6: Color discriminability testing on a color blindness testing chart (Ishihara, 1917). Different $\theta$ reveals different patterns ($\alpha = 1, \beta = 1, \gamma = \infty$).](image)

### 5 AUTOMATIC PARAMETER OPTIMIZATION

Our color-to-gray method are able to produce perfect
salience-preserving grayscale images. Preliminary results prove the validity of our method (Fig.7). However, inappropriate parameters will result in grayscale distortions in the converted image. In order to better coincide with the human vision of color difference and reduce artifacts, the four key parameters in our algorithm, $\alpha$, $\beta$, $\gamma$ and $\theta$, are automatically decided according to a Structural Similarity Index Measurement (SSIM) between the converted image and the input image.

SSIM is a useful method for measuring perceptual difference between two grayscale images (Wang et al., 2004). It considers the structural information of an image as a feature independent of the average luminance and contrast. To measure the similarity of image $X$ and $Y$, SSIM is defined as

$$ SSIM(X, Y) = [(l(X, Y))^2] \cdot [(c(X, Y))^2] \cdot [(s(X, Y))^2], $$

(10)

in which $l(X, Y)$, $c(X, Y)$ and $s(X, Y)$ are the luminance comparison, the contrast comparison and the structure comparison, respectively. SSIM works on an $11 \times 11$ window $(X_j, Y_j)$, which moves over the two images $X$ and $Y$. Finally, a Mean Structural Similarity Index Measurement (MSSIM) (Wang et al., 2004) is calculated as the similarity of the two images:

$$ MSSIM(X, Y) = \frac{1}{M} \sum_{j=1}^{M} SSIM(X_j, Y_j). $$

(11)

Here we extend the MSSIM to measure the similarity of two RGB color images, by computing the average MSSIM value of the three channels. Since a grayscale image is also a degenerated RGB image with equal values in the three channels, we can employ Eq.(12) to measure the similarity between the input color image and the converted grayscale image.

$$ MSSIM = \frac{1}{3} (MSSIM_r + MSSIM_g + MSSIM_b) $$

(12)

Then, by solving an optimizing problem, we can find a group of optimal parameters $\alpha$, $\beta$, $\gamma$ and $\theta$ that produce the maximum measurement value of MSSIM:

$$ (\hat{\alpha}, \hat{\beta}, \hat{\gamma}, \hat{\theta}) = \arg \max MSSIM(C, G(\alpha, \beta, \gamma, \theta)). $$

(13)

This optimizing problem is solved by a commonly used multi-dimension downhill simplex method (Press et al., 1992).

From Fig. 7 we can see that the converted results with excessive enhancement of details (Column 2) turn out to have lower MSSIM values than our optimized results (Column 3). That is because, the grayscale distortions will affect the structural features of the converted images, and our extended MSSIM has the ability of detecting these distortions and maintaining structural similarity. Hence, it helps to find better parameters for color-to-gray conversion.

### 6 EXPERIMENTAL RESULTS

We implemented our gradient domain color-to-gray conversion method and perform it on a number of RGB images. Input images are first converted to CIEXYZ and then to CIELAB. The RGB color is in PAL-RGB standard and reference white is $D_65$ (Ohta and Robertson, 2005; Pascale, 2003). After the $L$ channel of the grayscale image is reconstructed, it is converted back into RGB color, with the dynamic range scaled to $[0, 255]$, and the chrominance value of all the pixels set as that of $D_65$.

In order to evaluate the quality of our method, we compared it with 7 prior works (Lu et al., 2012a; Kim

<table>
<thead>
<tr>
<th>Image Number</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta$</td>
<td>0.11</td>
<td>0.2</td>
<td>0.1</td>
<td>0.2</td>
<td>0.3</td>
<td>0.1</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>$\frac{5}{9}$</td>
<td>$\frac{3}{5}$</td>
<td>$\frac{1}{2}$</td>
<td>1</td>
<td>$\frac{11}{12}$</td>
<td>$\frac{4}{5}$</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.12</td>
<td>0.2</td>
<td>0.1</td>
<td>0.2</td>
<td>0.3</td>
<td>0.2</td>
</tr>
<tr>
<td>$\theta$</td>
<td>$318^\circ$</td>
<td>$314^\circ$</td>
<td>$230^\circ$</td>
<td>$189^\circ$</td>
<td>$308^\circ$</td>
<td>$221^\circ$</td>
</tr>
</tbody>
</table>

Table 1: Corresponding parameters of our method for Fig. 8, where columns labeled (1) through (6) correspond to the images from left to right.
Figure 8: Comparison of our method with some of the prior works. MSSIM and PSNR values are given below each converted image. The corresponding parameters of our method are given in Table 1.
Figure 9: MSSIM/PSNR score statistic. (a) MSSIM average score of each method; (b) PSNR average score of each method; (c) MSSIM No.1-hit percentage; (d) PSNR No.1-hit percentage.

Figure 10: Salience-preserving color-to-gray. Parameters for each image: (1): $\beta = 1, \gamma = \frac{1}{17}, \alpha = 1, \theta = 0^\circ$; (2): $\beta = 1, \gamma = \frac{1}{47}, \alpha = 1, \theta = 270^\circ$; (3): $\beta = 1, \gamma = \frac{1}{47}, \alpha = 0$.

Figure 11: Color discriminability of the algorithm. Parameters: (1) $\beta = 1, \gamma = \frac{1}{7}, \alpha = 1, \theta = 80^\circ$. (2) $\beta = 1, \gamma = \infty$, $\alpha = 1, \theta = 270^\circ$. (3) $\beta = 1, \gamma = \frac{1}{75}, \alpha = 1, \theta = 315^\circ$.

9 shows that our method has the highest average score and No.1-hits for MSSIM, and the highest No.1 hits for PSNR. CIE Y has an advantage in average PSNR scores because it is a linear combination of R, G and B. Our method is competitive with it and better than all other methods.

From the experimental results, we can see that our method shows a satisfying salience-preserving ability. As demonstrated in Fig. 10, many details, e.g. the fishes in the first row, can be seen more clearly in our results. On another aspect, grayscale distortions are well controlled and no visible artifacts appear in the resulting images.

Fig. 11 shows the color discriminability of our method. Images in the middle column are our results and the right are obtained by using L channel in the CIELAB model. Our method shows perfect color discriminability and ordering for both discrete color (the 1st image) and continuous color (the 2nd and the 3rd). Especially, the 3rd image are computer-designed isoluminence image where $L = 50$. The colors cannot be distinguished in the results of L channel, while our method are able to produce grayscale image with clear and correct color ordering.

Hence, the 4-parameter model in our method provides the ability of detail extracting and enhancing from the color images; and optimal values for the parameters, in the sense of human vision, can be automatically calculated with the MSSIM constrain. Our method is able to preserve more details and coincide with the human perception of color difference.

We implemented our color-to-gray conversion method using a PES given by Press (Press et al., 1992). As the PES has a linear time complexity (Fattal et al., 2002), our method has a steady execution speed of around 2 seconds per mega pixel (1024 × 1024 pixels).
in RGB) in each optimizing iteration on a computer with Intel Core Duo CPU 2.2GHz and 2GB memory. The total computing time depends on the complexity of the input image and the number of the iterations.

7 CONCLUSION

In this paper we explored the gradient domain color-to-gray conversion. By controlling the strength of chromatic enhancement to the luminance gradient, we are able to obtain a salience-preserving grayscale image with no visible grayscale distortion. It is based on an observation that grayscale distortion is mainly caused by strong chromatic differences, and Eq.(8) aims to attenuate these strong gradient. Experiments have proven the validity of the observation. By defining a sign function for the enhanced gradient, our method is also able to keep correct color ordering for isoluminance images.

Our method support automatic optimization of the main parameters according to a structural similarity measurement between the converted image and the original one. This method is effective and can generate grayscale images that coincide with human vision. However, the computing efficiency of current optimizing process is not high enough for real-time applications. That is what we need to improve in future works.
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