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Abstract: Text mining on a large scale that addresses actionable prediction needs to contend with noisy information in documents, and with interdependencies between the NLP techniques applied and the data representation. This paper presents an initial investigation of the impact of improved company mention detection for financial analytics using Named Entity recognition and coreference. Coverage of company mention detection improves dramatically. Improvement for prediction of stock price varies, depending on the data representation.

1 INTRODUCTION

Given that it is easy to access vast amounts of online news, it becomes possible to mine news on a large scale to automatically discover information relevant for human decision making. For example, the ability to detect conflict among political entities, as in (O’Connor et al., 2013), could potentially inform policy decisions. Text mining could also affect decisions by individual analysts who track entities of other sorts, such as corporate entities. Our work investigates the problem of mining online financial news sources in order to learn about the fundamental market value of publicly traded companies. The ability to automatically discover aspects of the market through news has broad significance. It could be used by individual investors who want to make informed investment decisions, by corporations that want to understand public perception of the market, by government entities that regulate markets, or by intelligence agencies that monitor the market for unusual events. Given a company whose stock price has changed on a given day, the general task we address is to predict whether the price went up or down, based on the news. The specific focus of this paper is to test the benefit of finding more mentions of companies in the news through Named Entity detection and coreference.

Our goal is to study the impact of a high precision, high recall approach to mining news for mentions of entities of interest. In the financial domain, we currently restrict our attention to publicly traded companies. The two issues we address are 1) to resolve variant names to the same company (e.g., Eli Lilly and Company, Eli Lilly, Eli Lilly & Co., Lilly & Co.), and 2) to resolve coreferent expressions consisting of noun phrases and pronouns (e.g., Eli Lilly and Company is an American global pharmaceutical company with headquarters in Indianapolis, Indiana. The company also has offices in Puerto Rico and 17 other countries. Their products are sold in 125 countries. It was founded in 1876.). We refer to this task as company mention detection.

Improved company mention detection will not necessarily improve price prediction from news. This is an extremely challenging prediction problem with many confounding factors. For example, news items that provide novel information about a company potentially have more impact on price than news items that provide old information. Accurate company mention detection might incorporate a higher proportion of sentences that provide old information, which could hurt rather than benefit prediction of price change. Given the complexity of factors involved in testing whether more accurate company mention detection improves prediction of stock price change, it is possible that results would vary, depending on the type of feature representation used. To make our test more general, we use an existing framework that compares alternative document representations in this domain (Xie et al., 2013). Because this framework compares several kinds of vector and tree space representations, it serves as a more general test of the impact of improved company mention detection.

One of the challenges in mining financial informa-
2 MOTIVATION

Company mention detection is a challenging task. Consider the example in Figure 1. Baker Hughes Inc is a company that provides oil and gas services in the Energy sector. Example sentence 1 mentions the full name of the company and an exact match can identify it. The challenges occur when companies mentioned in the articles are referred to by a more abbreviated version of their full name, such as Baker Hughes or Baker, as in example sentence 2. Further problems lie in the fact that some of these abbreviated mentions name other entities, such as a person, or are generic words, such as the word baker, when it introduces a person of that occupation. We had to consider if increasing the recall to capture these cases would outweigh the negative effect of a decrease in precision. Accordingly, we looked at how frequently abbreviated name strings are in fact used to refer to a company versus a different entity. Additionally, there are instances where sub-branches of a company are mentioned, and it is questionable as to whether these are important instances to capture. Baker Hughes, in example sentence 2, has divisions Baker Oil Tools and Baker Petrolite, which are mentioned in the same news article, but an exact match by full name cannot capture these mentions. The question of whether news reports about subsidiary units affect the main company’s price requires is a complex one that we do not address here.

Further improvement of company mention detection requires coreference resolution, especially to detect mentions in different sentences, as shown in example sentence 3 of Figure 1. Coreference resolution was not used in many previous studies on financial news analytics, including (Rosenfeld and Feldman, 2007; Feldman et al., 2011; Xie et al., 2013). We found that the Stanford CoreNLP coreference parser (Lee et al., 2013), a state-of-art coreference resolution toolkit that works well on the CoNLL Shared Task, does not lead to good results when directly ap-
Table 1: Description of news data.

<table>
<thead>
<tr>
<th>GICS</th>
<th>C</th>
<th>N</th>
<th>S</th>
<th>T</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>40</td>
<td>5,373</td>
<td>109,277</td>
<td>2,014,085</td>
</tr>
<tr>
<td>15</td>
<td>26</td>
<td>2,295</td>
<td>53,595</td>
<td>953,133</td>
</tr>
<tr>
<td>20</td>
<td>58</td>
<td>8,325</td>
<td>238,570</td>
<td>3,780,129</td>
</tr>
</tbody>
</table>

The four-stage NLP pipeline is applied. It introduces many mention chains that are irrelevant to the company entities, and some chains contain heterogeneous noun phrases that are not appropriate for our company mention annotation task. However, it has a modular design that supports relatively easy re-design, as described in Section 6.

Text mining in the financial domain with shallow techniques has shown some success (Tetlock, 2007; Gentzkow and Shapiro, 2010; Engelberg and Parsons, 2011). Recent work has applied NLP techniques to various financial media (conventional news, tweets) to detect sentiment in conventional news (Devitt and Ahmad, 2007; Haider and Mehrotra, 2011) or message boards (Chua et al., 2009), or to discriminate expert from non-expert investors in financial tweets (Bar-Haim et al., 2011). (Kogan et al., 2009) analyzed quarterly earning reports to predict stock return volatility and to predict whether a company will be delisted. (Luss and d’Aspremont, 2008) used text classification to model daily price movements that are above a predefined threshold. (Xie et al., 2013) proposed a semantic tree structure for data representation and used tree kernel for support vector learning to predict the price change based on financial news. This work is related to the above studies that explore richer NLP techniques for company driven financial news analysis. However, most of the existing research focuses on task specific modeling, such as price prediction or fraud detection. Little attention is paid to the best ways to integrate fundamental text processing methodologies such as named entity recognition and coreference resolution.

3 RELATED WORK

This paper focuses on improving the text processing pipeline to improve the overall financial news knowledge discovery framework. Capturing named entities is essential for making accurate predictions because we rely on named entity recognition to select company relevant news information for price modeling. Named entity recognition is a major area of interest in text mining. A large resource that supports this task is the Heidelberg Named Entity Resource, a lexicon that links many proper names to named entities (Wolodja Wentland and Hartung, 2008). It is not used in our study because its coverage is limited: it fails to capture enough mentions for our targeted company list, which is based on the S&P 500. As a result, we require a more general and comprehensive method. In addition to named entity recognition, we also incorporated a coreference resolution step to further improve the performance of text mining procedure. There are coreference parsers that use various approaches in attempts to attain optimal performance. The coreference resolution model that our method builds on is the Stanford CoreNLP parser (Manning et al., 2014). Named entity recognition and coreference resolution are the two key components in our company mention detection task. We leverage state-of-art tools to maximize compatibility and stock market predictability for the financial news domain.

4 DATA

We work with a large dataset for doing extensive news analysis, where publicly available Reuters news data for the year 2007 are used for this study. The Global Industry Classification Standard (GICS) is an industry taxonomy developed by Standard & Poors (S&P) for use by the global financial community. The GICS structure consists of 10 sectors, 24 industry groups, 68 industries and 154 sub-industries into which S&P has categorized major public companies. We concentrated on the first three sectors in GICS: 40 companies in GICS 10 of Energy such as Hess and Exxon Mobile, 26 companies in GICS 15 of Materials such as Du Pont, and 58 companies in GICS 20 of Industrials such as Boeing and General Electric. Table 1 describes our data. C is number of companies in each sector; N is the number of news items; S is the number of sentences; and T is the number of words.

5 FRAMEWORK

Our framework to capture news impact on the financial market consists of three main components, as shown in Figure 2: (1) text processing, (2) data instance formation, and (3) model learning and evaluation. In the text processing component, a four-stage NLP pipeline is used. The title and full text of the news article are first extracted from the HTML documents from Reuters News Web Archive. The sentence segmentation stage splits the full text into sentences. The company mention detection stage then identifies

1S&P 500 is an equity market index that includes 500 publicly traded companies in leading industries.
Figure 2: Framework of the text mining on financial news for stock market price prediction.

if any company of interest is mentioned in the sentence. In this study, we focus on a finite list of companies in the S&P 500. The remaining framework relies on the implementation described in (Xie et al., 2013).

The sentences with at least one S&P 500 company mention are parsed and used for text mining. Therefore, the company mention detection task provides the data foundation for the whole framework. How to improve the coverage of the company mention detection in a way that improves prediction is the main focus in this study.

After text processing, we align public available daily stock price data from Yahoo Finance with the textual news data following the method in (Xie et al., 2013). Recall that the task is to predict the change in price of a company on a date based on the analysis of the preceding day’s news. A data instance is all the news associated with a company on a given day, and consists of the companies whose price changed above a threshold between the closing price on the day of the news and the closing price on the following day.

In the learning and evaluation component, rich vector space models are used to test the price prediction performance. These vector space models include bag-of-words models, semantic frame features, and part-of-speech based word affective features. A model that encodes rich structured semantic information, SemTreeFWD of (Xie et al., 2013), is also used for model learning and evaluation. It is an enriched hybrid of vector and tree space models that contains semantic frames, lexical items, and part-of-speech-specific affective features trained with Tree Kernel SVM (Moschitti, 2006).

6 COMPANY MENTION DETECTION

Our Company Mention Detection module attempts to identify all named entities, variants of these names, and coreferential expressions, then replaces the original strings with a unique identifier. For the identifiers, we use the company tickers, character codes between length of one to five, to identify publicly traded companies. The NLP pipeline in (Xie et al., 2013) used a rule-based method for partial matching on the full company names that only recognized a limited number of the variant names for a company. We have expanded its NER (Named Entity Recognition) rules to capture a much wider range of name variants. We also tested the Stanford CoreNLP coreference parser, and modified it to achieve optimal performance for our domain. This section describes the original and our new NER module, and the changes we made to Stanford coreference parser.

To obtain a lower bound for NER, we used an Exact Match method, defined as matching the exact string to the official names of the S&P 500 companies. This ensures 100% precision, but recall is low. The approach in (Xie et al., 2013) for NER relies on a few conservative rules. These rules focus on the structure of the company names, which can consist of two types of tokens. The words that make up the unique name of the company are the general name elements. The second type are the generic endings, a predefined set of possible suffixes that are optionally included in company names. A generic ending, when included, will be the last token of a company name. It uses the generic endings Company, Corporation, Incorporation, and Limited, as well as their abbreviations.

The NER module in (Xie et al., 2013) applies three rules, Exact Match to the company official name, a rule for the generic endings in the Exact Match, and one for the name elements. The second rule applies if there is a generic ending: the program substitutes, one at a time, each generic element in our predefined list for the original generic element, and finally a null element, and searches for each of these new candidate name strings in the text; note that if the null element is substituted, then the new search string consists only of a sequence of name elements with no generic ending. The third rule, which triggers after the second, truncates the sequence of name elements by iteratively removing the last name element unless the sequence of name elements is length two. After each truncation step, the second rule is reapplied. The process terminates at the first word of a company name.

Our Company Mention Detection module incor-
porates the NER from (Xie et al., 2013) described above, but extends the set of rules so that it does not terminate when the sequence of name elements is length one. Through random sampling and visual inspection, we found that it would be beneficial to include the first word. To maintain high precision, we hard-coded rules for companies where there was a strong possibility that the first token of their names could be mistaken for another entity.

Our Company Mention Detection module also incorporates the Stanford CoreNLP parser, which outputs lists of entities that corefer, called coreference chains (Manning et al., 2014). The Stanford parser was trained on various corpora where the average F-measure was about 60%, which is considered a high score for this task. Furthermore, this parser was intended to be easy for others to modify, either by removing or adding methods to capture coreference patterns. Initially, the Stanford parser seemed ineffective for our dataset due to some inaccuracies in the results. It captured many more instances than it should have, thus decreasing precision. By observing the list of entities in the coreference chains, we noticed that there were some incorrect linkings. First, distinct companies were sometimes linked with each other, such that an incorrect ticker was assigned to one of the companies. Second, the parser captured predicate nominative instances, which are not relevant for our purposes. Third, there were general incorrect linkings between company names and other words in the text.

To address these issues, we re-structured the components of the Stanford CoreNLP coreference parser. The original algorithm goes through ten passes, or sieves, to capture different kinds of coreference phenomena for each iteration (Lee et al., 2013). By exploring the sieves in the coreference toolkit, we were able to identify the ones causing problems in our data, and to manually tune the parser to meet our needs. The three passes that decreased the accuracy of the mention detection algorithm are called Precise Constructs, Strict Head Match 3 and Relaxed Head Match. There are a few rules incorporated into Precise Constructs, but the main one causing issues in our data was the predicate nominative condition, which, when capturing an entity, also captures the text following a linking verb (Lee et al., 2013). For example, a sentence that mentions the ConocoPhillips company says, ConocoPhillips is an international, integrated petroleum company with interests around the world. Precise Constructs gives the output ConocoPhillips is ConocoPhillips.

Strict Head Match 3 removes a word inclusion constraint used in Strict Head Match 1, where all the non-stop words of one entity must match the non-stop words that appear in the previous one. By removing this sieve and thereby imposing this constraint, our program avoids generating incorrect linkages between entities. Strict Head Match 3 removes this constraint since the score for the dataset the Stanford team tested it on improved. Relaxed Head Match allows any word in the main entity to match with entities in other coreference chains. As a result, for the company Air Products, the original algorithm incorrectly recognized these products to be the company entity. Once these three sieves were eliminated, we observed a significant improvement.

The passes that remained in the coreference parser include Speaker Identification, Exact String Match, Relaxed String Match, Strict Head Match 1, Strict Head Match 2, Proper Head Word Match and Pronoun Match. The Speaker Identification sieve detects the speakers in the text and captures any pronouns that refer to them. In Exact String Match, the parser captures the exact string of entities, similar to the idea of our Exact Match method, but with the additional property of including modifiers and determiners. Relaxed String Match removes the text following the head words of two entities, and links them together if the remaining strings match. Strict Head Match 1 uses the heads of the entities and imposes constraints to determine if the mentions are coreferent. Strict Head Match 2 eliminates a restriction used in Strict Head Match 1, where in this property, modifiers in one entity must match the modifiers in the previous entity in order to be linked together. Proper Head Word Match links proper nouns that have the same head word, but also has specific restrictions imposed on these entities. Pronoun Match focuses on pronominal rules and imposes agreement constraints to capture the entities that are compatible. These seven sieves (Lee et al., 2013) provided the results we needed for capturing additional correct instances.

7 EXPERIMENT

Before conducting our experiment with the Company Mention Detection module, we did some probes on the data to shape our expectations for performance gains. Taking a randomly selected company, and ten randomly selected documents that mention the company, we counted how many company mentions were captured by each of the three methods: Exact Match, the Initial NER from (Xie et al., 2013) and our Company Mention Detection (CMD). Percentage results for the 54 mentions this yielded are displayed in Table 2. As shown, CMD yielded greatly improved recall at a reasonable sacrifice in precision, and an
overall increase in F-measure of 13.6%, compared to the Initial NER. Interestingly, the incorrect instances for CMD were not entirely wrong: they all referred to units within the company. We count them as incorrect, however, because of our focus on predicting stock price for the S&P 500 (parent) companies. As noted above, what happens to one unit of a company may not necessarily affect public perception of the company as a whole. We, therefore, do not regard sub-companies as correct instances for the purposes of our experiment.

The Exact Match method has a very low F-measure since it only captures the full name of a company. Except for the first time it is mentioned in a news article, a company is usually not referred to by its full name. Instead, variations of company names are frequently used. Clearly, the Initial NER method from (Xie et al., 2013) far outperforms this baseline, yet leaves much room for improvement in recall.

As described in section 6, CMD further expanded the NER so as to search for abbreviated name strings that include only the first word of the full named entity string of the companies. For the company Baker Hughes Inc., this would lead to the inclusion of mentions by the single name Baker. Although in the general case, this could introduce imprecision, if a document already contains the full company name, it is likely that use of the first name token in the full name (e.g., Baker) would be a company mention. In addition, CMD also captures many coreferential expressions for company mentions. For example, one article says, Baker Hughes said it supplied products to customers; where the original NER rules capture Baker Hughes. CMD also captures it. As shown in Table 3, CMD captures many additional instances of company mentions. This also leads to some gains in stock price prediction, as will be reported in the next section.

The full experiment uses as input the data described in Table 1 consisting of all the news in three market sectors from Reuters news archive for 2007. Recall, we use the framework described in Section 5 because it allows us to test the impact of improved F-measure for CMD across multiple document representations. The five document representations we test in the experiment are: 1) BOW, which refers to bag-of-words with unigram counts; 2) BOW (n-gram), for BOW with unigram, bigram and trigram counts; 3) FW which is like BOW (n-gram) but also includes Frame Semantic elements (see next paragraph); 4) FWD consists of FW plus a prior polarity on words from the Dictionary of Affect in Language (DAL score; see next paragraph); 5) and lastly, SemTreeFWD, which is a tree structure that uses the FWD features combined with a tree kernel.

Three of the five document representations make use of features from frame semantics (Fillmore, 1976). Frame semantics aims for a conceptual representation that generalizes from words and phrases to abstract scenarios, or frames, that capture explicit and implicit meanings of sentences. The three basic feature types from frame semantics are frame name, frame target, and frame element. Each frame is evoked by a frame target, or lexical unit, for example, sue or accuse evoke the Judgement Communication frame, which describes a lawsuit scenario. Its frame elements, or semantic roles, are Communicator, Evaluate, and Reason. FW and FWD uses bag-of-frames (including frame names, frame targets, and frame elements) features in a vector space representation, while SemTreeFWD encodes relational structures between the company entity and the semantic frame features in a vector representation, in addition to FWD. The semantic parsing we use to extract frame features is SEMAFOR\(^2\) (Das and Smith, 2011; Das and Smith, 2012), a statistical parser that uses a rule-based frame target identification, a semi-supervised model that expands the predicate lexicon of FrameNet for semantic frame classification, and a supervised model for argument identification.

FWD and SemTreeFWD contain word affect features based on DAL, the Dictionary of Affect in Language (Whissel, 1989). It is a psycholinguistic resource designed to quantify the undertones of emotional words that includes 8,742 words annotated for three dimensions: pleasantness, activation, and imagery. We use the average scores, in terms of the three dimensions, for all words, verbs, adjectives, and adverbs in a vector space for feature representation.

The experiments assess the performance of predicting the direction of price change across companies in a sector. Recall that a data instance in our experiment is all the news associated with a company on a

---

\(^2\)http://www.ark.cs.cmu.edu/SEMAFOR
8 RESULTS

The experiment addresses two questions: 1) Does CMD improve the coverage of company mentions in the domain of interest? 2) Does our Company Mention Detection improve accuracy of prediction on the task to identify the direction of price change? Based on our probe of the data where we could manually assess precision (Table 2 in section 7), we expected a large increase in coverage. Projecting from the results of this manual probe, we assume that an increase in recall comes with an acceptable (small) degradation in precision. Yet, because there is no gold standard data set, we cannot assess precision of CMD for the full dataset. Prediction accuracy is the true test of performance on the benefit of increased coverage of company mentions using CMD, but is only a very indirect measure of precision. As noted above, stock price prediction from news is a challenging task with a great deal of noise in the input. Results presented here show a substantial increase in coverage, and statistically significant increases in prediction accuracy for some but not all of the experimental conditions.

As background to interpret the results, it is important to consider the relation between the increased number of mentions versus the number of data instances per company, and the differences across sectors in the average number of data instances per company. Again, each data instance consists of all the news for a given company on a given day. Therefore, new data instances will be added only if CMD identifies news for a given company on a day that was not identified before. If new sentences for a given day are identified, however, then we expect that BOW and BOW (n-gram) are very likely to be enriched, and prediction could improve in these two cases. If new mentions in an existing sentence are identified, this should not improve BOW and BOW (n-gram) because all the relevant feature positions in the vector (unigram, n-gram) will already have had values, and the values will not change. In contrast, if new mentions occur not in the same sentence but in new clauses within or across sentences, the representations that use semantic frame parsing (FW, FWD, SemTreeFWD) could be enriched if the new clauses contain words that trigger new frames, and the new mentions fill their roles.

We found that CMD did not increase the number of data instances. This result suggests that if a news item mentions a relevant company, at least one mention will be either an exact match to the full name string, or a near match based on the conservative NER rules in (Xie et al., 2013). On the other hand, there were substantial gains in the total number of sentences. Table 3 reports the absolute numbers of sentences with company mentions from the original NER module in (Xie et al., 2013) compared with those for the Company Mention Detection module. At increases of between 16% and 17%, the Materials and Industrials sectors already show large increases; the increase for the energy sector is nearly double that of the two other sectors. This difference between the GICS 15 and 20 versus GICS 10 reflects the underlying domain differences from sector to sector, which accounts to some degree for the difficulty of the prediction task. We further note that the number of data instances per company differs substantially across the three sectors. The mean and standard deviation for each sector are as follows, respectively: GICS 10, $\mu = 24.37, \sigma = 15.80$; GICS 15 $\mu = 20.80, \sigma = 15.52$; GICS 20: $\mu = 16.16, \sigma = 18.96$. Based on these figures, we expect the gains for GICS 15 and 20 to be similar, and the gains for GICS 10 to be larger for the semantic frame representations.

Table 4 gives the average accuracy per sector of

<table>
<thead>
<tr>
<th>GICS Sector</th>
<th>type</th>
<th>BOW</th>
<th>BOW (n-gram)</th>
<th>FW</th>
<th>FWD</th>
<th>SemTreeFWD</th>
</tr>
</thead>
<tbody>
<tr>
<td>10 Energy</td>
<td>CMN</td>
<td>59.94±16.38</td>
<td>58.54±17.32</td>
<td>59.99±14.46</td>
<td>59.05±16.38</td>
<td>64.26±14.95</td>
</tr>
<tr>
<td></td>
<td>CMD</td>
<td>58.45±15.34</td>
<td>58.67±15.76</td>
<td>58.44±18.40</td>
<td>64.87±15.04</td>
<td></td>
</tr>
<tr>
<td>15 Materials</td>
<td>CMN</td>
<td>58.23±15.53</td>
<td>60.63±15.33</td>
<td>63.23±13.71</td>
<td>63.12±15.01</td>
<td>67.18±13.37</td>
</tr>
<tr>
<td></td>
<td>CMD</td>
<td>56.70±14.81</td>
<td>55.47±13.36</td>
<td>53.86±13.43</td>
<td>54.29±14.31</td>
<td>57.23±16.88</td>
</tr>
<tr>
<td>20 Industrials</td>
<td>CMN</td>
<td>60.13±14.04+</td>
<td>58.19±13.44+</td>
<td>55.37±13.31</td>
<td>55.75±13.54</td>
<td>56.36±18.38</td>
</tr>
</tbody>
</table>

Table 4: Averaged test accuracy for each company by sector that uses 80% of the data for training 20% for testing. Boldface identifies a higher CMD mean and * identifies the CMD that is significantly better than the Initial NER with $p$-value < 0.05.
evaluation of coreference performance generally in-
volves assessment of the accuracy of coreference as an independent module. Here we provide an evaluation of coreference as an independent module (intrinsic), and as part of an end-to-end system that aims at a real world prediction task (extrinsic). The results presented in the preceding section provide a very dramatic and concrete demonstration that large gains for coreference as a stand-alone module do not necessarily result in system gains. They also demonstrate the importance of considering the overall integration of information for data representation.

Of the fifteen conditions in Table 4, the two conditions where we find statistically significant improvements from CMD pertain to the two data representations that are relatively less rich, BOW and BOW (n-gram), for the sector with the fewest data instances. There are marginal improvements that are not statistically significant for FW and FWD, and a degradation for SemTreeFWD. This indicates to us that the new sentences added for the Industrials sector add new features to the BOW feature vector, but do not add as much in the way of frame features. Continuing with this sector, the differences between the five document representations are not as great for NER as they are with CMD, and the unigram BOW representation in the CMD condition ends up with the highest accuracy for the ten conditions. The same general trend for the vector representations holds in Materials as for Industrials, but without statistical significance. For Materials, however, SemTreeFWD remains the representation with the highest accuracy among all five.

Energy, which had a much more substantial gain in number of sentences, has a different pattern. There are no gains for the vector based representations. Energy is also the sector with the greatest number of data instances per company. Here we speculate that the addition of new sentences does not add new vocabulary: with such a large number of data instances per company already, vocabulary coverage was perhaps already high. SemTreeFWD shows a small gain in accuracy that is not statistically significant.

In our view, rich semantic and pragmatic data mining for large scale text mining should aim for information that supports more informed decision making, or in other words, is actionable. To summarize the results of the experiment presented here, a substantial increase in coverage for the task of detecting mentions of relevant entities on a large scale prediction task does not necessarily translate to gains in the actionable value of the information gained. Further, the experiment demonstrates the interdependence of semantic and pragmatic data mining with feature representation, and with the end goals of the data mining task. For future work, a detailed post hoc anal-

9 CONCLUSION

Evaluation of coreference performance generally in-

Company Mention Detection for Large Scale Text Mining

519
yosis of results across sectors, and across companies within sectors, should yield insights that could inform a more sophisticated processing architecture, as well as a more effective document representation.
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