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Abstract: The Computational Intelligence paradigm has proven to be a useful approach when facing problems related to Smart Grids (SG). The modern SG systems are equipped with Smart Sensors scattered in the real-world power distribution lines that are able to take a fine-grained picture of the actual power grid state gathering a huge amount of heterogeneous data. Modeling and predicting general faults instances by means of processing structured patterns of faults data coming from Smart Sensors is a very challenging task. This paper deals with the problem of faults modeling and recognition on MV feeders in the real-world Smart Grid system that feeds the city of Rome, Italy. The faults recognition problem is faced by means of a One-Class classifier based on a modified k-means algorithm trained through an evolutive approach. Due to the nature of the specific data-driven problem at hand, a custom weighted dissimilarity measure designed to cope with mixed data type like numerical data, Time Series and categorical data is adopted. For the latter a Semantic Distance (SD) is proposed, capable to grasp semantical information from clustered data. A genetic algorithm is in charge to optimize system’s performance. Tests were performed on data gathered over three years by ACEA Distribuzione S.p.A., the company that manages the power grid of Rome.

1 INTRODUCTION

The Smart Grid (SG) is one of the best technological breakthrough concerning efficient and sustainable management of power grids. According to the definition of the Smart Grid European Technology Platform a SG should “intelligently integrate the actions of all the connected users, generators, consumers and those that do both, in order to efficiently deliver sustainable economic and secure electricity supply” (European Technology Plat., 2013). To reach that global goal the key word is the “integration” of technologies and research fields to add value to the power grid. The SG can be considered an evolution rather than a “revolution” (Energy Information Admin., 2013) with improvements in monitoring and control tasks, in communications, in optimization, in self-healing technologies and in the integration of the sustainable energy generation. This evolution process is possible if it will be reinforced by the symbiotic exchange with Information Communications Technologies (ICTs), that, with secure network technologies and powerful computer systems, will provide the “nervous system” and the “brain” of the actual power grid. Smart Sensors are the fundamental driving technology that together with wired and wireless network communications and cloud systems are able to take a fine grained picture not only of the power grid state but also of the surrounding environment. At this level of abstraction, the SG ecosystem act like a Complex System with an inherent non-linear and time-varying behavior emerging from heterogeneous elements with high degree of interaction, exchanging energy and information. Computational Intelligence (CI) techniques can face complex problems (Venayagamoorthy, 2011) and is a natural way to “inject” intelligence in artificial computing systems taking inspiration from the nature and providing capabilities like monitoring, control, decision making and adaptations (De Santis et al., 2013).

An important key issue in SGs is the Decision Support System (DSS), which is an expert system that provides decision support for the commanding
and dispatching system of the power grid. The information provided by the DSS can be used for Condition Based Maintenance (CBM) in the power grid (Raheja et al., 2006). Collecting heterogeneous measurements in modern SG systems is of paramount importance. As an instance, the available measurements can be used for dealing with various important pattern recognition and data mining problems on SGs, such as event classification (Afzal and Pothamsetty, 2012), or diagnostic systems for cables and accessories (Rizzi et al., 2009). On the basis of the specific type of considered data, different problem types could be formulated. In (Guikema et al., 2006) authors have established a relationship between environmental features and fault causes. A fault cause classifier based on the linear discriminant analysis (LDA) is proposed in (Cai and Chow, 2009). Information regarding weather conditions, longitude-latitude information, and measurements of physical quantities (e.g., currents and voltages) related to the power grid have been taken into account. The One-Class Quarter-Sphere SVM algorithm is proposed (Shahid et al., 2012) for faults classification in the power grid. The reported experimental evaluation is however performed on synthetically generated data only. This paper addresses this topic, facing the challenging problem of faults prediction and recognition on a real distribution network, in order to report in real time possible defects, before failures can occur, or as an off-line decision making aid, within the corporate strategic management procedures. The data set provided by Acea Distribuzione S.p.a (ACEA – the company managing the electrical network feeding the whole province of Rome, Italy) collects all the information considered by company’s field experts as related to the events of a particular type of faults, namely Localized Faults (LF). This paper follows our previous work (De Santis et al., 2014) where the posed problem of faults recognition and prediction is framed as an unsupervised learning problem approached with the One Class Classification (OCC) paradigm (Khan and Madden, 2010) because of the availability only of positive or target instances (faults patterns). This modeling problem can be faced by synthesizing reasonable decision regions relying on a k-means clustering procedure in which the parameters of a suited dissimilarity measure and the boundaries of decision regions are optimized by a Genetic Algorithm, such that unseen target test patterns are recognized properly as faults or not. This paper focuses on two important issues: i) the initialization of k-means with an automatic procedure in order to find the optimal number k of clusters; ii) to find a more reliable dissimilarity measure for the categorical features of the faults patterns; to this aim, the Semantic Distance (SD) is adopted, addressing the problem of better grasping the semantic content of a well-formed cluster.

A brief review of the faults patterns is given in Sect. 2.1, while in Sec. 2 will be introduced the OCC system for fault recognition and the proposed initialization procedure for the k-means algorithm. In Sec. 2.4 is presented the weighted dissimilarity measure and the proposed SD for categorical features. In Sec. ?? it is shown and discussed the experimental results in terms of classifications performances comparing the well-known simple matching measure with the proposed semantic distance for categorical attributes. Finally, in the Sec. 4, conclusions are drawn.

2 THE ONE CLASS-CLASSIFICATION APPROACH FOR FAULTS DETECTION

2.1 The Fault Patterns

The ACEA power grid is constituted of backbones of uniform section exerting radially with the possibility of counter-supply if a branch is out of order. Each backbone of the power grid is supplied by two distinct Primary Stations (PS) and each half-line is protected against faults through the breakers. The underlined SG is equipped with Secondary Stations (SSs) located in the PSs able to collect faults data. A fault is related to the failure of the electrical insulation (e.g., cables insulation) that compromises the correct functioning of (part of) the grid. Therefore, a LF is actually a fault in which a physical element of the grid is permanently damaged causing long outages. LFs must be distinguished from both: i) “short outages” that are brief interruptions lasting more than one second and less than three minutes; ii) “transient outages” in which the interruptions don’t exceed one second. The last ones can be caused, for example, by a transient fault of a cable’s electrical insulation of very brief duration not causing a blackout.

The proposed one-class classifier is trained and tested on a dataset composed by 1180 LFs patterns structured in 20 different features. The features belong to different data types: categorical (nominal), quantitative (i.e., data belonging to a normed space) and times series (TSs). The last ones describes the sequence of short outages that are automatically registered by the protection systems as soon as they occur. LFs on MV feeders are characterized by heterogeneous data, including weather conditions, spatio-
temporal data (i.e., longitude-latitude pairs and time), physical data related to the state of power grid and its electric equipments (e.g., measured currents and voltages), and finally meteorological data. The whole database was provided by ACEA and contains data concerning a temporal period of three years across 2009–2011. This database was validated, by cleaning it from human errors and by completing in an appropriate way missing data. A detailed description of the considered features is provided in Table 1.

### 2.2 The OCC Classifier

The main idea in order to build a model of LF patterns in the considered SG is to use a clustering technique. In this work a modified version of $k$-means is proposed, capable to find a suitable partitions $P = \{C_1, C_2, ..., C_k\}$ of data set and to determine at the same time the optimal number of clusters $k$. The main assumption is that similar status of the SG have similar chances of generating a LF, reflecting the cluster model. The OCC System is designed to find a proper decision region, namely the “faults space”, $F$, relying on the positions of target patterns denoting the LFs. A (one-class) classification problem instance is defined as a triple of disjoint sets, namely training set ($S_{tr}$), validation set ($S_{vs}$), and test set ($S_{ts}$), all containing FP instances. Given a specific parameters setting, a classification model instance is synthesized on $S_{tr}$ and it is validated on $S_{vs}$. Finally, performance measures are computed on $S_{ts}$. As depicted in the functional model (see Fig. 1) this paradigm is objectified by designing the OCC classifier as the composition of three modules wrapped in an optimization block. In order to synthetize the LF region, the learning procedure is leaded: 1) by the clustering module that operate an hard partition of $S_{tr}$; 2) by the validation module operating on $S_{ts}$, designed to refine the LF boundaries;
the classification error rate on the learning phase in order to minimize the trade-off between a standard Genetic Algorithm is used in the learning region (see Fig. 2) built up on the nearest cluster. A cluster representative from the other patterns of the cluster has the lower considered cluster and for which the sum of distances \( c \) noted as \( \sigma \). A prototype of a typical fault scenario of a prototype of a typical fault scenario is the occ system is the dissimilarity measure \( d : \mathcal{F} \times \mathcal{F} \rightarrow \mathbb{R}^+ \), reported in Sec. 2.4, that depends on a weighting parameter vector \( w \). The decision regions \( R(C_i) \) are derived from a “cluster extent” measure \( \delta(C_i) \) characterizing the \( C_i \) clusters and summed to a tolerance parameter \( \sigma \) (thus \( R(C_i) = \delta(C_i) + \sigma \)) that together to the dissimilarity weights belongs to the search space for the optimization algorithm. Here \( C_i \) is the \( i \)-th cluster (\( i = 1, 2, ..., k \)) and \( \delta(C_i) \) is the average intra-cluster dissimilarity.

In this work in addition to the weights \( w \) and the \( \sigma \) parameters the search space is completed by a \( \gamma \) parameter controlling the proposed \( k \)-means initialization algorithm (see Sec. 2.3). Finally it is defined the search space, constituted by the all model’s parameters, as \( p = [w, \sigma, \gamma] \). In this work the representative of the cluster, denoted as \( c_i = R(C_i) \), is the MinSOD (Del Vescovo et al., 2014). So for each cluster \( C_i \), the representative one will be chosen as the pattern that belongs to the considered cluster and for which the sum of distances from the other patterns of the cluster has the lower value. A cluster representative \( c_i \) can be considered as a prototype of a typical fault scenario individuated in \( S_{\gamma} \). The decision rule to establish if a test pattern is a target pattern or not is performed computing its overall dissimilarity measure \( d \) from the representatives of all clusters \( C_i \) and verifying if it falls in the decision region (see Fig. 2) built up on the nearest cluster. A standard Genetic Algorithm is used in the learning phase in order to minimize the trade-off between the classification error rate on \( S_{\gamma} \) and the threshold \( \sigma' \) value by means of the following Objective Function:

\[
f(p) = \alpha \cdot ER(S_{\gamma}) + (1 - \alpha) \cdot \sigma',
\]

where \( \alpha \in [0, 1] \) is an external parameter controlling the importance in minimizing \( ER(S_{\gamma}) \) versus \( \sigma' \). In other words, \( \alpha \) is a meta-parameter by which it is possible to control the relative importance in minimizing the error rate on \( S_{\gamma} \) or in minimizing the overall faults decision region extent. \( \sigma' \) is the threshold value normalized with respect to the diagonal \( D \) of the hypercube (see Sec. 2.4) of the overall space: \( \sigma' = \sigma/D \). As concerns the chromosome coding (see Fig. 3), each individual of the population consists in the weights \( w \), \( s = (1, 2, ..., N_p) \) associated to each feature, where \( N_p \) is the number of the considered features, the value \( \sigma \) that is the threshold added at each “cluster extent” measure during the validation phase and the \( \gamma \) parameter mentioned above. The overall number of genes in an individual’s chromosome is therefore \( l = N_p + 2 \). The functional dependencies between the discussed parameters, in the proposed OCC system, are:

\[
\begin{align*}
    k_{opt} &= k_{opt}(w, \gamma) \\
    \sigma_i &= \sigma_i(k_{opt}, w) \\
    RR &= RR(w, \sigma_i),
\end{align*}
\]

where \( k_{opt} \) is the optimum number of clusters found by the \( k \)-means initialization algorithm described in the next Sec. and \( RR = 1 - ER \) is the Recognition Rate of the proposed (one-class) classifier. The subscript index \( i \) covers the general case, not studied here, in which can be instantiated distinct thresholds values for different clusters.

### 2.3 The \( k \)-means Initialization Algorithm

It is well known that the \( k \)-means behaviour depends critically on both the number \( k \) of clusters, given as a fixed input, and on the position of the \( k \) initial clusters representatives. In the literature there are a wide range of algorithms for the initialization of the centroids of the \( k \)-means, each with its pros and cons (Dan Pelleg, 2000; Tibshirani et al., 2001; Laszlo and Mukherjee, 2006). The initialization criterion of centroids, here proposed, was initial inspired by (Barakbah and Kiyoki, 2009). The work is based on the idea to choose as centroids, the patterns that are furthest from each other. The provided version of...
the algorithm takes into account also the presences of outliers. To verify if the candidate centroid is an outlier we designed a simple decision rule defined by parameters: \(a\), an integer value, and \(b\), a real valued number ranging \([0, 1]\). The parameter \(a\) indicates the minimum number of patterns that must enter in the circumference with center the pattern candidate as distance between the furthest pattern in the whole dataset. Hence if within the distance \(b \times d_{p_{max}}\) there are more than \(a\) patterns then the candidate centroid is not an outlier. Other inputs to the overall algorithm are a scale parameter \(\gamma\), the dissimilarity matrix \(D\) and the number of initially centroid \(k_{ini}\). The algorithm tries to calculate the best positions of the centroids and their final number \(k_{opt}\) possibly decreasing the provided initial number \((k_{ini})\). The main steps are the following:

**Algorithm input**: The initial number of centroids \(k_{ini}\), the dissimilarity matrix \(D\), the \(\gamma \in [0,1]\) parameter, \(a, b, d_{p_{max}}\).

**Algorithm output**: the \(k_{opt}\) centroids.

Choose a random pattern \(p_i\) among those available in \(S_p\) and compute the pattern \(p_i\) furthest away from it.

while centroid==not found do
  if \(p_i\) is not an outlier then
    choose \(p_i\) as the first centroid;
  else
    choose as \(p_i\) the next pattern among those furthest away from \(p_i\); centroid=found;
  end
end

Choose as second centroid the pattern \(p_a\) furthest away from \(p_j\),

while centroid==not found do
  if \(p_a\) is not an outlier then
    choose it as the as second centroid; centroid=found;
  else
    choose as \(p_a\) the next pattern furthest away from \(p_j\); centroid=not found;
  end
end

while \(k < k_{ini}\) do
  choose as a possible centroid the pattern \(p_k\) whose sum of the distances to the other centroids, found earlier, is maximum;
  if \(p_k\) is not an outlier then
    choose it as the other centroid; \(k = k + 1\);
  else
    choose the next pattern whose sum of the distances to the other centroids found earlier, is maximum;
  end
end

Calculate \(d_{c_{max}} = d(p_j, p_k)\) as the distance between the first two centroids. Given the external parameter \(\gamma \in [0,1]\)

for \(i=1; i < k; i++ \) do
  for \(j=1; j < k; j++ \) do
    if \(d(p_i, p_j) \leq \gamma \times d_{c_{max}}\) then
      delete randomly one of the two considered centroid, \(k = k_{ini} - 1\);
    end
  end
end

return the \(k_{opt} = k\) centroids.

The \(k\)-means with the proposed representatives initialization can be seen as an hybrid between a \(k\)-clustering and a free clustering algorithm where, once fixed an initial number of centroids, it returns an optimal number of centroids less or equal to the initial ones.

### 2.4 The Weighted Custom Dissimilarity Measure

The dissimilarity function between two patterns is paramount importance in data driven modeling applications. Given two patterns \(x\) and \(y\) the weighted dissimilarity measure adopted in the proposed classifier is:

\[
d(x, y; W) = \sqrt{(x \odot y)^TW(x \odot y)^T} \tag{3}\]

where \((x \odot y)\) is a Component-Wise dissimilarity measure, i.e. a row vector containing the specific differences between homologues features. \(W\) is a diagonal square matrix of dimension \(N_w \times N_w\), in which \(N_w\) is the number of weights. In Eq. 3 the maximum value for \(d\) is the diagonal of the hypercube, that is:

\[
D = \sqrt{\sum_{i=1}^{N_w} w_i^2}, \text{ where } w_i \text{ are the features weights.}
\]

The inner specific dissimilarity functions differ each other depending on the nature of each feature as explained in the following.

**Quantitative (real)**. Given two normalized quantitative values \(v_i, v_j\) the distance between them is the absolute difference: \(d_{ij} = |v_i - v_j|\).

As regards the features “Day start” and “Time start” the distance is calculated through the circular difference. The value of these features is an integer number between 1 and 365 (total days in one year) for the former and between 1 and 1140 (total minutes in one day) for the latter. The circular distance between two numbers is defined as the minimum value between the calculated distance in a clockwise direction and the other calculated in counter clockwise.

**Categorical (nominal)**. Categorical attributes, also referred to as nominal attributes, are attributes without a semantically valid ordering (see Tab. 1 for the
data treated as nominal). Let’s define \( c_i \) and \( c_j \) the values of the categorical feature for the patterns \( i \)-th and \( j \)-th, respectively. A one well-suited solution to compute a dissimilarity measure for categorical features is the Simple-Matching (SM) distance:

\[
d_{i,j} = \begin{cases} 
1 & \text{if } c_i \neq c_j \\
0 & \text{if } c_i = c_j.
\end{cases}
\] (4)

When measuring pattern-cluster dissimilarities (i.e. in the assignment of a pattern to a clusters) the Semantic Distance (SD) introduced in Sec. 2.4.1 is used.

**Times Series** TSs are characterized by a non-uniform sampling since they represent sequences of asynchronous events. As a consequence, usually they don’t share the same length. TSs are represented as real valued vectors containing the differences between short outages timestamps and the LF timestamp (Furuta, 2004). For each feature value, the overall differences between short outages timestamps and the LF timestamp can span in the real valued range \([0, 1]\). Note that this similarity measure. Unlike the SM distance, the SD can span in the real valued range \([0, 1]\). Note that this distance is characterized by the statistical properties of the specific cluster under consideration. The SD can be intended as a “local metric”, since each cluster is characterized by its own statistic distribution of categorical values and thus it is characterized by its own weights that can change from one cluster to another.

For example, let us consider a categorical feature coding for one of four possible colors (red, green, blue or yellow) and let us consider the cluster depicted in Fig 5. By means of Eq. (5) it is possible to compute the values of \( W_{i,l} \) for each color (nominal attribute value), represented or not in the considered cluster and then the SD:

\[
W_{R,L} = \frac{10}{10}, W_{G,L} = \frac{3}{10}, W_{B,L} = \frac{5}{10}, W_{C} = 0
\]

\[
\begin{cases} 
W_{R,L} = \frac{10}{10}, & W_{G,L} = \frac{3}{10}, W_{B,L} = \frac{5}{10}, \\
W_{C} = 0 & \text{if } \text{Color} \geq C_L \Rightarrow W_{Color,L} = 0
\end{cases}
\]

- if the value of \( F_{C:P_h} \) is red: \( d_{F_{C:P_h},C_L} = 1 - \frac{10}{10} = 0 \)
- if the value of \( F_{C:P_h} \) is green: \( d_{F_{C:P_h},C_L} = 1 - \frac{3}{10} = \frac{7}{10} \)
- if the value of \( F_{C:P_h} \) is blue: \( d_{F_{C:P_h},C_L} = 1 - \frac{5}{10} = \frac{1}{2} \)
- if the value of \( F_{C:P_h} \) is yellow: \( d_{F_{C:P_h},C_L} = 1 - \frac{0}{10} = 1 \)
3 EXPERIMENTAL RESULTS

3.1 Test on $k$-means Initialization Algorithm

The proposed initialization algorithm has been tested on a toy problem, where patterns are generated from three distinct Gaussian distributions, as depicted in Fig. 6. Setting the initial number of centroids $K_{ini}=10$, the proposed algorithm converges to an optimal number of clusters equal to 3 (see also Fig. 7).

Figure 6: Patterns distribution in the considered toy problem.

(a) Centroids found before the close representatives removal step, with $K_{ini}=10$.

(b) The final optimal centroids ($K_{opt}=3$).

3.2 Tests on ACEA Dataset

In this section we report the first tests of the proposed OCC system on real data. The synthetized classification model should be able to correctly recognize fault patterns and, at the same time, to avoid raising wrong alarm signals, recognizing as faults system’s measurements corresponding to normal operating conditions. Since non-faults patterns (negative instances) are not available in the ACEA dataset, in order to properly measure system performances, two distinct test sets have been employed. The first one, namely Ts1, is a subset of the available data set, i.e. a set of patterns labeled as faults. Obviously, the classification accuracy on this test set should be as high as possible. As concerns avoiding false positive misclassifications, a second test set, namely Ts2, has been created as a uniform random sampling of the whole input space domain, introducing constraints related to the physical network and environmental conditions in which the SG is located; thus Ts2 contains patterns labelled as both faults and non-faults. A high classification accuracy on Ts2 must be interpreted as a clue of a high number of false alarms, due to a too wide fault decision region. In close cooperation with the Acea experts, following their precious advice the LF model is trained on the features 1 to 4 and 6 to 18 (described in Tab. 1). Eighteen simulations, differing in the setting of $\alpha=[0.3, 0.5, 0.7]$ parameter and of $K_{ini}=[15, 10, 7]$ parameter, have been carried out, adopting both the proposed SD and the SM as pattern to clusters dissimilarity measure for categorical feature subspaces, yielding two different classification models, namely A and B, respectively. Best results are reported in Tab. 2. Although model B is characterized by a higher classification accuracy on faults patterns (Ts1), model A performs much better on Ts2 (the lower the better, when performance on Ts1 are comparable), since its fault decision region characterize much better faults pattern, with a much more limited extension in the whole input domain, avoiding thus to cover non-faults pattern. To confirm this interpretation we have computed the Davies-Bouldin index (Davies and Bouldin, 1979) on the training set partitions corresponding to models A and B. The Davies-Bouldin index (DB in Tab. 2) is a relative measure of compactness and separability of clusters (the lower the better). These measures confirm that clusters underlying the classification model A are more compact, yielding a much more effective and essential faults decision region. These results show that the proposed SD is much more suited in defining an effective inductive inference engine when dealing with categorical features subspaces, with respect to the plain SM distance.

4 CONCLUSIONS

In this paper we propose a MV lines faults recognition system as the core element of a Condition Based
Table 2: Result of the best simulation obtained with the SD and SM.

<table>
<thead>
<tr>
<th>Model</th>
<th>α</th>
<th>β</th>
<th>kopt</th>
<th>Categorical distance</th>
<th>γ</th>
<th>% Ts1</th>
<th>% Ts2</th>
<th>DB</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0.3</td>
<td>7</td>
<td>7</td>
<td>Semantic Dissimilarity (SD)</td>
<td>0.4033</td>
<td>91.46%</td>
<td>23.12%</td>
<td>8.86</td>
</tr>
<tr>
<td>B</td>
<td>0.3</td>
<td>7</td>
<td>7</td>
<td>Simple Matching (SM)</td>
<td>0.4181</td>
<td>98.78%</td>
<td>35.76%</td>
<td>15.4</td>
</tr>
</tbody>
</table>

Maintenance procedure to be employed in the electric energy distribution network of Rome, Italy, managed by ACEA Distribuzione S.p.A. By relying on the OCC approach, the faults decision region is synthesized by partitioning the available samples of the training set. A suited pattern dissimilarity measure has been defined in order to deal with different features data types. The adopted clustering procedure is a modified version of k-means, with a novel procedure for centroids initialization. A genetic algorithm is in charge to find the optimal value of the dissimilarity measure weights, as well as two parameters controlling the initial centroids positioning and the fault decision region extent, respectively. According to our tests, the new proposed method for k-means initialization shows a good reliability in finding automatically the best number of clusters and the best positions of the centroids. Furthermore, the proposed SD for categorical features subspaces performs better than the plain SM distance when used to define a pattern to cluster dissimilarity measure. Since faults decision region is synthesized starting from each cluster decision region, this measure has a key role in defining a proper inductive inference engine, and thus in improving the generalization capability of the recognition system. Future works will be focused on the definition of a suitable reliability classification measure, computed as the membership of incoming measures (patterns) to the fault decision region. Lastly, tests results performed on real data make us confident about further systems developments possibility, towards a final commissioning into the Rome electric energy distribution network.
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