A Low Cost Visual Hull based Markerless System for the Optimization of Athletic Techniques in Outdoor Environments
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Abstract: We propose a low cost 3D markerless motion analysis system for the optimization of athletic performance during training sessions. The system utilizes eight calibrated and synchronized High Definition (HD) cameras in order to capture a video of an athlete from different viewpoints. An improved kernel density estimation (KDE) based background segmentation algorithm is proposed to segment the athlete’s silhouettes from their background in each video frame. The silhouettes are then reprojected to reconstruct the 3D visual hull (VH) of the athlete. The center of the VH as an approximate representation of the body center of mass is then tracked over a number of frames. A set of motion analysis parameters are finally estimated and compared to the ones obtained by an outdoor state of the art marker-based system (Vicon). The proposed system is aimed at sports such as javelin, pole vault, and long jump and was able to provide comparable results with the Vicon system.

1 INTRODUCTION

Motion analysis is one of the dominant and attractive fields in the area of sport biomechanics. Traditional motion analysis systems have relied on the use of video-based techniques in the recent past mainly in field settings and to derive kinematics. However, with the advent of 3D passive and active opto-reflective systems which are regarded as the gold standard, video-based techniques received little attention (Vicon, 2010; Roetenberg, 2006). Recent advances in Micro-Electro-Mechanical (MEMS) technology have also resulted in highly accurate and low drift inertial sensors that attracted a large amount of interest. 3D accelerometers have been applied in sport analysis such as pole vault and swimming for single or dual segment analysis, and achieved good correlations with video-derived data (Callaway et al., 2009). Opto-reflective systems have been extensively tested in controlled indoor laboratory experiments and have shown excellent performance compared to other systems, but have they several limitation when applied to outdoor environments. For example, they only handle limited field of views and require extensive setup time and expertise for body marker placement (Roetenberg, 2006). Their accuracy also depends on the number of markers used (the more the markers the better the results), similar to the idea of sampling a subject to obtain a high resolution representation with e.g. a 3D mesh model. However, the addition of more sensors can hinder the motion of the subjects (athletes). It is not user friendly, and creates an escalating level of complexity when orientating one sensor with respect to another, leading to an increasing level of errors in the outputs. Subsequently, the use of sensors alone in motion analysis systems for example in the reconstruction of the full body joint kinematics has been reported to be insufficient (Roetenberg, 2006).

With the recent advancements of imaging sensors and fast CPUs, many vision-based systems have recently emerged for human action recognition. This led Biomechanics’ researches to return to the vision system based techniques and integrate them in motion analysis systems. Similar to sensory based systems, the newly developed vision based systems vary in terms of (i) the number of cameras, (ii) camera configurations, (iii) the representation of the captured data, (iv) the types of the tracking algorithms, and finally (v) the use of subject-specific or full body models. A survey of vision-based motion capture and analysis systems is provided in (Moeslund et al., 2006). Among the new vision system, markerless motion analysis is currently regarded as one of the attractive topics in sport science. Being markerless made it a...
2 THE OVERALL SYSTEM

The proposed system is divided into two main phases; an off-line phase and an online phase as shown in Fig. 1. In the off-line phase, a setup of all the cameras of the markerless system and the Vicon system is configured in order to provide an optimal reconstruction of the athlete’s 3D shape and joint locations. The cameras intrinsic and extrinsic parameters of the two systems are then estimated and referenced to the same world coordinates (Sec. 3.1). The markerless system employs eight HD color cameras while the Vicon system uses 24 opto-reflective cameras. Finally, the opto-reflective markers are attached to several anatomical landmarks of the athlete’s body by an expert which are tracked by the Vicon system and used as ground truth. In the online phase, a trigger is used to synchronize all of the markerless cameras. A background segmentation algorithm is then applied (Sec. 4.1) to segment the athlete (foreground) from the background in each video frame in all camera views. Image morphology is then used to estimated the silhouettes of all the segmented subject which are next used to reconstruct the subject’s VH (Sec. 4.2). A set of motion analysis parameters are then estimated from the centroid of the VH and compared with the ones estimated by the Vicon system. The following section provides a detailed description about each of the aforementioned process.

3 OFF LINE PHASE

This section presents the various processes that are done off-line prior the sport testing sessions. It includes the camera configuration and calibration processes, scene setup and hardware setup needed for the data collection. The hardware includes, the marker-based system (Vicon) which uses 24 infra-red cameras, a Vicon server with fast CPUs, and over 60 markers per subject. The markerless system has eight HD color cameras, eight fast nano-falsh recorders that can save videos without compression, an electronic trigger, and a circuit with LED trigger for video synchronization. 

3.1 Camera Configuration and Calibration

In order to determine the 3D location of a point in a scene, two or more calibrated cameras are needed. However, in stereo triangulation for example, it is well known that the position of one camera with respect to the other impacts on the accuracy of the determined 3D location using their 2D projections. Tradi-
tion camera calibration is done using a known calibration pattern or a cube. The most well known method is the chess board based one which was developed by Bouquet in (Bouguet, 2010). This method provides accurate calibration results, however it is time consuming and not applicable to large scale outdoor environments (where large chess board patterns would be required). In this work we considered three different phases in order to (i) achieve an optimal camera configuration which is restricted by the size of the testing area and to (ii) estimate accurate camera calibration parameters for the considered large field of view. The three phases depend on each other and are very essential for the estimation of an accurate 3D location of a point in the scene.

3.1.1 Phase 1: Camera Configuration

In this phase, we configure a multi-view system utilizing eight HD RGB cameras and globally optimize their locations to cover a testing area of around \((5 \times 8)\text{m}^2\). The global optimization is done using a cube of size \((2 \times 2 \times 2)\text{m}^3\). The location, pose and zooming parameters of each camera are adjusted such that the cube can be fully seen by all cameras when placed in each corner of the considered testing area. This configuration will be fine tuned once the camera intrinsic and extrinsic parameters are estimated in the following phases.

3.1.2 Phase 2: Estimation of Intrinsic Parameters

As mentioned earlier, in large scale testing fields, it is not convenient to use a large chessboard to calibrate the cameras. This process will be time consuming, impractical, and inaccurate. It requires the chessboard to occupy a significant portion of the images captured by one of the cameras while at the same time being seen by at least another camera in order to e.g. use stereo calibration and refer all cameras to the same origin. On the other hand, the use of a chessboard for calibration is known to be accurate in small fields. As a result, in this work we used a smaller chessboard for the estimation of the intrinsic parameters only, we then used an automatic method for the estimation of the extrinsic parameters. In order to do that and estimate the intrinsic parameters, a video of a moving chessboard with different pose, location and orientation is captured by each camera independently. During this process we attempted to make sure the squares of the board nearly covered the entire image. Depending on the type and the quality of each camera, ten to 16 frames of each video were found to be sufficient for the estimation of the intrinsic parameters. The toolbox of (Bouguet, 2010) is then applied for the estimation of the intrinsic parameters.

3.1.3 Phase 3: Estimation of Extrinsic Parameters

In (Svoboda et al., 2005) a multiple camera self calibration algorithm is proposed. It attempts to calibrate several cameras at once using the 2D coordinates of a number of corresponding points in the capture images by all cameras. Consider \(m\) cameras and \(n\) 3D scene points \(S_j = (X_j, Y_j, Z_j)^T, j = 1, 2, \ldots, n\) are projected to the 2D image point \(u_i^j = (u_i^j, v_i^j)\), the pixel coordinates of camera \(i\) as shown in Fig. 2. Using a pinhole model of the camera (Hartley and Zisserman, 2004), \(S_j\) and \(u_i^j\) are related by,

\[
P^i \begin{bmatrix} S_j \\ 1 \end{bmatrix} = \lambda^j \begin{bmatrix} u_i^j \\ v_i^j \\ 1 \end{bmatrix}
\]
assumptions can lead to multiple solutions for the balanced input data and may occasionally fail in the case of somehow unknown aspect ratios, which is generally less robust and may occasionally fail in the case of somehow unbalanced input data (Svoboda et al., 2005). These assumptions can lead to multiple solutions for the same camera configuration given different initializations and in some cases the estimation becomes an ill-posed problem and provide NaN values. In our case and since our tests are normally carried out outdoors, the use of a laser pointer and the need of a dark scene is not practical. In addition it has been reported in (Svoboda et al., 2005) that the calibration of eight cameras requires the above aforementioned assumptions plus an orthogonality assumption. It also requires that all principal points are known, and that the internal camera (unknown) parameters to be the same for all cameras (at least for initialization). This is not valid in our case or in general since a system may use different cameras. As a result, we first estimate the cameras’ intrinsic parameters in Phase 2. We then impose these correct values/constraints into the Euclidean stratification process described in (Svoboda et al., 2005).

\[ \mathbf{P} = \mu' \mathbf{K} \mathbf{R} \mathbf{t}^T \] of size \((3 \times 4)\) matrix, is the \(i^{th}\) camera projection matrix whose entries are the extrinsic parameters that need to be estimated, \(\mu'\) and \(\lambda_i\) are two unknown nonzero constants, \(\mathbf{K}\) is a \((3 \times 3)\) matrix whose entries are the camera intrinsic parameters, \(\mathbf{R}\) and \(\mathbf{t}\) are the rotation and translation matrices of size \((3 \times 3)\) and \((3 \times 1)\) respectively. In order to estimate \(\mathbf{P}_{i}, i = 1, \ldots, m\), all camera models are concatenated into one matrix (since \(S_1\) is a common point seen by all cameras), i.e.

\[
\begin{bmatrix}
\mathbf{p}_1 \\
\vdots \\
\mathbf{p}_m
\end{bmatrix}
= 
\begin{bmatrix}
\lambda_{i_1} & u_{i_1}^1 & v_{i_1}^1 & 1 \\
\vdots & \vdots & \vdots & \vdots \\
\lambda_{i_m} & u_{i_m}^n & v_{i_m}^n & 1
\end{bmatrix}
\begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0
\end{bmatrix}
\begin{bmatrix}
\mathbf{s}_1 \\
\vdots \\
\mathbf{s}_n \\
1
\end{bmatrix}
\]

(2)

In other words, one can represent the calibration problem use the global model,

\[ \mathbf{PS} = \mathbf{W} \] (3)

where the matrix \(\mathbf{W}\) refers to the information belonging to the image points in all cameras. The solution to the above equation was obtained by using a process called Euclidean stratification (Hartley and Zisserman, 2004). It can provide the extrinsic parameters, followed by a factorization of \(\mathbf{P}_{i}, i = 1, \ldots, m\) which can then be used for the estimation of the intrinsic parameters. This process attempts to find a nonlinear, nonsingular full rank matrix \(\mathbf{H}\) of size \((4 \times 4)\) such that \(\mathbf{PS} = \mathbf{PHH}^{-1} \mathbf{S}\) and \(\mathbf{PH}\) and \(\mathbf{H}^{-1} \mathbf{S}\) are Euclidean (Hartley and Zisserman, 2004). Their algorithm has shown to give good results, however the image points can only be collected in controlled dark scenes using a laser/LED pointer. It also imposes certain geometrical constraints, assumes that some internal parameters of the cameras are identical and have known aspect ratios, which is generally less robust and may occasionally fail in the case of somehow unbalanced input data (Svoboda et al., 2005).

3.2 Calibration Results

In order to acquire the image points needed for calibration, we tracked a wand with one or more tennis balls of different colors from the background. The balls are first segmented from the background. An algorithm is then used to best fit a circle to the contour of the ball, then the center of the circle is used as the image point. Fig. 3 illustrates the process and a video is provided in the supplementary materials. The results of the camera calibration module with respect to the same world coordinate as the Vicon opto-reflective system are shown in Fig. 4. On the other hand, the Vicon system has its own calibration wand and an expensive CPU server which automatically estimates the calibration parameters of the opto-reflective cameras and provide a guide about the location of each of them. As mentioned earlier the Vicon system normally uses many cameras and sensors to compensate for occluded or noisy markers and it has a smaller field of view (as their opto-reflective based cameras has no zooming function compared to the markerless system which uses vision cameras). If

![Figure 2: Point-based automatic camera calibration.](image)

Figure 2: Point-based automatic camera calibration.

![Figure 3: Tracking of the ball to determine the image points needed for the calibration process.](image)

Figure 3: Tracking of the ball to determine the image points needed for the calibration process.
the Vicon cameras are placed far apart to cover a large field of view, a problem known as the *ghost image* will be captured instead of the markers especially when the light conditions vary frequently which requires the system to be recalibrated.

4 ON-LINE PHASE

In this phase the system captures real-time multi-view synchronized videos of the athlete while performing an action. In order to minimize the 1/2 frame error which is common in video synchronization, we used an electronic triggering system and a LED as additional low cost option. A background, foreground segmentation algorithm is then applied to segment the foreground (athletes) and provides their silhouettes in each video frame. The silhouettes of the eight views are then reprojected to reconstruct the VH of each frame. Finally, the center of the VH surfaces estimated and tracked whereby the motion parameters are found and compared with the ones obtained by the marker system (Vicon).

4.1 Background Segmentation

Background Segmentations (BGs) is an important and critical task in many computer vision applications. There are many BGs algorithms in literature. Some are developed to work with static scenes and others to work with dynamic ones or both. Comparative studies and surveys examined a wide-range of BGs methods (Piccardi, 2004; Benezeth et al., 2008; Radke et al., 2005). In the case of outdoor testing, we face several dynamic variations including illumination changes, clouds, shadows, camera oscillations, low and high-frequencies backgrounds (e.g. moving subjects, tree branches). As a result, a multi modality BGs algorithm that is capable of detecting slow to fast background variations is required. Model-based approaches involving kernel density estimation (KDE) functions are proven to effectively handle scenes with varying backgrounds and are widely used in dynamic background modeling. In this section we propose an improved KDE-based BGS algorithm which uses a compact weighted sum of Gaussian kernels. Gaussian kernels are popular since they represent a generalization of the GMM, but each single sample in this case is considered to be a Gaussian distribution (Wand and Jones, 1995). The improved algorithm will need to capture and reflect past and recent information about the background image sequence and update its model parameters automatically and continuously.

First let us assume the samples or features \(\{p_1, p_2, \ldots, p_N\}\) taken from a one distribution experiment at time \(t\). Our features in this work are the pixel chromaticity components and their coordinates \(p = (r, g, s)\) where \(r = R/(R + G + B)\), \(g = G/(R + G + B)\), and \(s = (R + G + B)/3\), and \(R, G, B\) are the pixel’s RGB color components. We use the normalized \((r, g, s)\) color space due to its robustness to illumination changes and shadows over the RGB space. An estimate of the probability density function \((pdf)\) of the 3-variate pixel \(p\) at time \(t\) can be estimated using the kernel estimator,

\[
f(p) = \frac{1}{N|H|^{1/2}} \sum_{n=1}^{N} K\left(\frac{p - p_n}{H^{1/2}}\right) \tag{4}
\]

where, \(K(u)\) is the kernel estimator function, and \(H\) is a \((3 \times 3)\) symmetric positive definite bandwidth (BW) matrix. A dynamic model is the one which allows for the density function to be updated automatically and follows any recent changes in the background, i.e. becomes less biased (Elgammal et al., 2002). If one assumes that the color space components are independent (Sheikh and Shah, 2005) then the pdf of a pixel \(p\) at any instant \(t\) becomes

\[
\hat{f}(p_t) = \frac{1}{N} \sum_{j=1}^{N} \sum_{j=1}^{3} \frac{1}{h_j} K\left(\frac{p_{t,j} - p_{n,j}}{h_j}\right) \tag{5}
\]

where, \(p_t = (p_{t,1}, p_{t,2}, p_{t,3})\), \(p_{t,1} = r_t, p_{t,2} = g_t, p_{t,3} = s_t\) and \(h_j = H(j, j), j = 1:3\) is a fixed BW estimator.

Several models consider the BW function to vary with the observed pixels and the shape of the underlying density, i.e. adaptive. The first of these models are called the *balloon estimator*. All kernels of that model vary at each estimation point, are of the same size and orientation and they are centered at each data point (Sain, 2002), i.e.

\[
\hat{f}(p_t) = \frac{1}{N} \sum_{n=1}^{N} \prod_{j=1}^{3} \frac{1}{h_j(p_{t,j})} K\left(\frac{p_{t,j} - p_{n,j}}{h_j(p_{t,j})}\right) \tag{6}
\]
A newly observed pixel $p$ at time $t$ can be classified as a foreground if the pdf $f(p)$ is less than a certain threshold $T$ given the kernel BW $h_j$ and the number of samples $N$. Usually, the threshold $T$ is a global threshold for all observed pixels/image that can be adjusted to achieve a desired level of false positives (Elgammal et al., 2002). Since $N$ can be controlled, the estimation of the kernel BW $h_j$ has been the most researched and critical part in this model (since it controls the model accuracy). Theoretically, the optimal estimates of $h_j$ should minimize the mean integral squared error (MISE) between the $f(p)$ and the true density $f(p)$ (Turlach, 1993). The Rule of thumb optimal solution assumes a reference distribution for $f(p)$, normally Gaussian, which asymptotically leads to the optimal BW,

$$
\hat{h}_j = 1.06 \hat{\sigma}_j N^{-\frac{1}{5}}
$$

(8)

where, $\hat{\sigma}_j$ is the sample variance. Another approximation is to assume that the local-in-time distribution is Gaussian. Then, the distribution for the deviation $(p_{jn} - p_{jn+1}) \sim N(0, 2\hat{h}_j^2)$ is also a symmetric Gaussian. In this case the median $m_j$ of the absolute deviations is equivalent to the quarter percentile of the distribution deviation, i.e. the probability $f(\mathcal{N}(0, 2\hat{h}_j^2) > m_j) = 0.25$, leading to a BW

$$
\hat{h}_j = \frac{m_j}{0.68 \sqrt{2}}
$$

(9)

As mentioned earlier, the BWs in Eqn. (8) and Eqn. (9) are optimal under the asymptotical assumption. They can therefore introduce a bias if the sample length is short or the BW is fixed. In this work we consider an adaptive algorithm for the estimation of the kernel BW. Our algorithm can use either of the two Rule of thumb estimators in Eqn. (8) and Eqn. (9) to build the background model, which still require an estimate of the sample variance. We use an adaptive, fast and accurate estimator known as a running mean and variance to track the variations of a pixel intensity over time and reflect that in the KDE based background model. For simplicity let us omit the subscript $j$ and assume that the sample mean and variance at a certain instant are $\mu_1 = \mu_1, \sigma^2 = \sigma^2$. Then, when a new observation arrives at a sample number $t \in \mathbb{Z}$, the method computes the mean and variance adaptively and adjusts the kernel BW using the recursive method,

$$
\hat{\mu}_t = \begin{cases} 
\hat{\mu}_{t-1} + (p_t - \hat{\mu}_{t-1})/t & \text{if } p_t \in BG \\
\hat{\mu}_{t-1} & \text{if } p_t \in FG
\end{cases}
$$

(10)

$$
\hat{\sigma}_t^2 = \begin{cases} 
\hat{\sigma}_{t-1}^2 + (p_t - \hat{\mu}_{t-1})(p_t - \hat{\mu}_t) & \text{if } p_t \in BG \\
\hat{\sigma}_{t-1}^2 & \text{if } p_t \in FG
\end{cases}
$$

(11)

$$
\hat{h}_t = 1.06 \hat{\sigma}_t N^{-\frac{1}{5}} \text{, or } \hat{h}_t = \frac{\mu_t}{0.68 \sqrt{2}}
$$

(12)

Where $BG$ means background and $FG$ means foreground. For Gaussian distributions the median equals the mean value, i.e. $m_t = \mu_t$. Using the above analysis, the full background segmentation algorithm runs as follows. Assume we have collected an offline $N + M$ sample images of the scene per camera. The $N$ sample images are for the background and the $M$ are for a randomly moving subject in the scene. The $N$ samples are used to build the KDE modeling and the $M$ samples will be used for validation and for the selection of an appropriate threshold $T$ mentioned earlier. $T$ is selected such that our foreground detection rate will achieve a desired percentage of false positives.

**Step 1:** Use off-line $N$ images of the background to estimate the sample mean $\mu_{jn}$ and the sample variance $\sigma^2_{jn}$ for each feature $p_j$, $j = 1 : 5$ then calculate their kernel BWs using Eqn. (8).

**Step 2:** Use the $M$ validation images to select/adjust an appropriate global threshold $T$ for foreground detection, if $f(p) < T$ then the pixel $p$ must be from the foreground, otherwise it is from the background.

**Step 3:** Initialize the running means and the running variances with the sample means and sample variances obtained in Step 1.

**Step 4:** When a new observation image is captured, apply the KDE model and classify the FG and the BG pixels. If a pixel is classified as a BG estimate the running means and running variances, then update the kernel BWs following the adaptive procedure Eqn. (8) and Eqn. (9), and increase $N$ by 1. The learned $N$ can also be used for prior testing to minimize false positive detections.

**Step 5:** Repeat step 4 until the last frame of the observation.

It should be noted that the accuracy of the model increases over time (asymptotical assumption) since the number of samples learned by the model also increases. A BGS example for a javelin throw using the proposed algorithm is shown in Fig. 5 (and a video can be seen in the supplementary materials).

### 4.2 Visual Hull Reconstruction

The visual hull is a 3D geometric shape (surface) representation of an object created using a shape-from-silhouette reconstruction technique. It is the maximal shape that gives the same silhouette as the actual object for all views outside the convex hull of the object.
This technique assumes that the foreground object or the foreground mask (silhouette) which can be separated from its background, is the 2D projection of the corresponding 3D foreground object. Along with the camera viewing parameters, the silhouette defines a back-projected generalized cone that contains the actual object. Two or more of these silhouette cones can be produced from the silhouette images taken from different viewpoints. The intersection of these cones produces a bounding geometry called a visual hull or inferred visual hull. Although the VH is only an approximation and overestimates the true shape of the object, it is guaranteed to enclose the object but its size decreases monotonically with the number of images used (Laurentini, 2003). However, even when an infinite number of images are used, not all concavities can be modeled with a visual hull.

In this work we reconstruct the VH using silhouettes of the athlete body which is segmented from the synchronized video frames of eight calibrated cameras with unsymmetrical intrinsic parameters. An example to demonstrate the camera setup and a reconstructed VH using the eight camera setup for an outdoor system can be seen in Fig. ???. Note that in sports such as javelin or pole vault, the required field of view for a complete testing trial is large. As a result, the system cameras were placed far apart from each others to allow for the entire field of view to be covered. The calibration of a large field of view is a challenging task due to the vibrations of the setup resulting from winds and the variations in light (especially when some cameras are fully or partially facing the sun). As seen in the figure, the reconstructed VH is representative but over/under estimates the shape of the body due to the large field of view. However this did not significantly impact on our results since the sports we are considering only need the global 3D shape of the athlete’s body.

5 ATHLETIC TECHNIQUES RECONSTRUCTION

Our main aim is to estimate a number of motion parameters such as the location of the center of mass and its velocity over time, or the maximum height of a jump. Tracking these parameters over a number of frames is considered effective in providing significant kinetic feedback to the coaches to optimize athletes performance. In this work, we investigate the use of the center of the body shape to approximate the center of mass. In order to do that, a female elite athlete performed five different javelin throws. A visual hull system using eight cameras was proposed to reconstruct the VH to approximate the athlete body shape in each frame in each trial. The VH centroid is tracked over a number of frames then its coordinates and resultant velocity is estimated and compare with a gold standard system, the Vicon system. The sample frequency of the proposed markerless system was 50Hz (50 interlaced fps) where the Vicon system was performed at 250Hz. For the Vicon on a residual analysis, a dual pass Butterworth filter was used but no filtering of the markerless data was performed except for the interpolation from 50Hz to 250Hz. Since the results of other trails had similar results, we opted to discuss only one of the the trials and show the challenges and propose future work. The 3D center of the visual hull was compared to the calculated center of mass (com) from the Vicon analysis. It should be noted that the results of the markerless system in this trial were the outputs of the direct analysis resulting from the automatic reconstruction of the VH from the segmented foreground. No further post-analysis refinement of the data was performed.

6 EXPERIMENTS AND RESULTS

In this section, we discuss experiments to investigate our proposed markerless system. We also compare its performance with a state of the art outdoor marker based system (Vicon). In particular we aim to decide on whether our developed markerless system can be used as a stand-alone system for the 3D reconstruction and the optimization of the performance of the athletes. In this example the center of the VH is used as an approximation of the body com to track and
Figure 7: The areas of interest lies between frame (b) strike, and (d) release. The speed prior frame (a) and after frame (c) are also needed for kinetic analysis. (Figure best seen in color).

Figure 8: The 3D coordinates in \( m \) of the center of the VH over the designated field of view wrt the markerless coordinate system. Compare against the actual com estimated using the Vicon system. The results of this test are shown in Fig. 8, 9, 10 and 11 for the 3D coordinates of the center of the Visual hull \((x, y, z)\) displacement), and its resultant velocity respectively. From the figures, it can be seen that the VH results across the three directions especially the \( x \)-direction and \( z \)-direction are comparable to the ones obtained by the marker-based Vicon system. In practice the \( y \)-direction data is not particularly useful but is shown here for completeness. The maximum absolute error within the area of interest was around 8 cm which is about 0.08/4.05% error in the overall field length of 4.05 m. The resultant velocity shown in Fig. 12 which is more important than the raw displacements \((x,y,z)\) of our system follows (on-average) a similar behavior of the velocity obtained by Vicon system with an absolute error of around 1.26 m/s. It should be noted that the compared results were performed in a very short duration of 0.35 seconds (fast elite athlete) which is nearly 20 interlaced frames for the markerless system (i.e. 10 frames), and about 90 frames for the Vicon system.
This short duration was a requirement of the coaches which starts at approximately the back foot strike and ends at the release of the arrow (javelin) (as shown in Fig. 7). This short duration makes the tracking a difficult and a challenging task. However the results of the markerless system were still adequate and shown
Figure 11: The height in m and the error in cm of the center of mass for Vicon (red) vs the centroid markerless (blue), error (green). (Figure best seen in color).

Figure 12: The resultant velocity in m/s of the center of mass for Vicon (red) vs the centroid markerless (blue), error (green). (Figure best seen in color).

A promising results that can be improved. The variable errors seen at the end of the curves were due to the non stationary background caused by moving people and trees. In addition the results of the markerless system include the weight of the javelin arrow itself which was varying across the examined frames due to
its smaller dimension. Our future work includes giving the javelin a different color so that it can be easily segmented and excluded the VH. We also aim to correct for the over/under estimated parts of the VH by developing another adaptive KDE model for the foreground in non stationary backgrounds and enhance the proposed BGs model algorithm. Furthermore, to achieve an accurate estimate and accurate tracking of the center of mass using the vision alone, we aim in our future work to align a scan of the body mass information known as DEXA (M. Rossi, 2012) with the 3D shape (mesh) of the athlete and use that to calculate and use the shape with its registered mass to determine more accurate center of mass. We will also estimate the kinetics of the body and its different segments.

7 CONCLUSIONS

A low cost markerless system for the optimization of athletes' performance is proposed for outdoor environments. The system utilizes multiple cameras to capture the motion of an athlete from different viewpoints and reconstruct their VH over a number of frames. The center of the VH is used as an approximation of the center of the body mass, and estimated at each frame. A number of motion analysis parameters are finally calculated from the center and compared with the ones obtained by an advanced and high cost marker-based system. Using only eight cameras working at 25 frame per second (de-interlaced) and no markers, the proposed markerless system achieved promising results compared to the Vicon system which uses 24 opto-reflective cameras and over 60 markers at 250fps (i.e. ten times the frame rate of the markerless system). In addition it is a user friendly and efficient system with respect to setup and analysis time. Future work will be considered to improve the performance of the markerless system, use body mass scans and full body joint kinematics to correct for the reported errors and provide additional kinetic parameters for an improved analysis.
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