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Abstract: Discriminative nonlinear dimensionality reduction aims at a visualization of a given set of data such that the information contained in the data points which is of particular relevance for a given class labeling is displayed. We link this task to an integration of the Fisher information, and we discuss its difference from supervised classification. We present two potential application areas: speed-up of unsupervised nonlinear visualization by integration of prior knowledge, and visualization of a given classifier such as an SVM in low dimensions.

1 INTRODUCTION

Caused by a rapid digitalization of almost all areas of daily life, data sets and learning scenarios are increasing dramatically with respect to both, size and complexity. This fact poses new challenges for standard data analysis tools: on the one hand, methods have to deal with very large data sets such that many algorithms rely on sampling or approximation techniques to maintain feasibility (Bekkerman et al., 2011; Tsang et al., 2005). Hence valid results have to be guaranteed based on a small subset of the full data only. On the other hand, an exact objective is often not clear a priori; rather, the user specifies her interests and demands interactively when applying data mining techniques and inspecting the results (Ward et al., 2010). This places the human into the loop, causing the need for intuitive interfaces to the machine learning scenarios (Vellido et al., 2012; Rüping, 2006). In turn, this demand causes an additional need for fast and online machine learning technology since the user is usually not willing to wait for more than a few seconds until she gets (at least preliminary) results.

The visual system constitutes one of our most advanced senses, and humans display astonishing cognitive capabilities as concerns vision such as grouping of objects or instantaneous recognition of artifacts in visual scenes. In consequence, visualization plays an essential part in the context of interactive machine learning. This causes the need for reliable, fast and online visualization techniques of data and machine learning results when training on the given data.

Dimensionality reduction refers to the specific task to map high dimensional data points into low dimensions such that data can directly be displayed on the screen while as much information as possible is preserved. Classical techniques such as a simple principle component analysis (PCA) offer a linear projection only, thus their flexibility is limited. Nevertheless, they are widely used today due to their excellent generalization ability and scalability.

In recent years, a large variety of nonlinear alternatives has been proposed, formalizing the ill-posed objective of what means 'structure preservation' via different mathematical objectives. Popular examples include techniques such as maximum variance unfolding, non-parametric embedding, Isomap, locally linear embedding (LLE), stochastic neighbor embedding (SNE), and similar, see e.g. the overviews (Bunte et al., 2012a; Lee and Verleysen, 2007; Maaten and Hinton, 2008). These techniques, however, have several drawbacks such that many practitioners still rely on simpler linear techniques such as PCA (Biehl et al., 2011): many nonlinear techniques provide a mapping of the given data points only, requiring additional effort for out-of-sample extensions. Due to the inherent ill-posedness of dimensionality reduction, the results are not easily interpretable by humans and first formal evaluation measures for dimensionality reduction have just recently been proposed (Lee and Verleysen, 2010). Further, most techniques depend on pairwise distances of data such that they scale at least quadratically with the data set size, making the techniques infeasible for large data sets.

In this contribution, we consider a specific variant of dimensionality reduction: discriminative dimensionality reduction, i.e. the case where data are accompanied by additional labeling. In this setting, the
goal is to visualize those aspects of the data which are of particular relevance for the given labeling. A few approaches have been proposed in this context: classical Fisher’s linear discriminant analysis (LDA) projects data such that within class distances are minimized while between class distances are maximized, still relying on a linear mapping. The objective of partial least squares regression (PLS) is to maximize the covariance of the projected data and the given auxiliary information. It is also suited if data dimensionality is larger than the number of data points. Informed projections (Cohn, 2003) extend PCA to minimize the sum squared error and the mean value of given classes, this way achieving a compromise of dimensionality reduction and clustering. In (Goldberger et al., 2004), the metric is adapted according to auxiliary class information prior to projection to yield a global linear matrix transform. Further, interesting extensions of multidimensional scaling to incorporate class information have recently been proposed (Witten and Tibshirani, 2011). Modern techniques extend these settings to general nonlinear projections of data. One way is offered by kernelization such as kernel LDA (Ma et al., 2007; Baudat and Anouar, 2000; Mika et al., 1999). Another principled way to extend dimensionality reducing data visualization to auxiliary information is offered by an adaptation of the underlying metric. The principle of learning metrics has been introduced in (Kaski et al., 2001; Peltonen et al., 2004): the standard Riemannian metric is substituted by a form which measures the information of the data for the given classification task (Kaski et al., 2001; Peltonen et al., 2004; Venna et al., 2010). A slightly different approach is taken in (Geng et al., 2005), relying on an ad hoc adaptation of the metric. Metric adaptation based on the classification margin and subsequent visualization has been proposed in (Bunte et al., 2012b), for example. Alternative approaches to incorporate auxiliary information modify the cost function of dimensionality reducing data visualization. The approaches introduced in (Jwata et al., 2007; Memisevic and Hinton, 2005) can both be understood as extensions of SNE. Multiple relational embedding (MRE) incorporates several dissimilarity structures in the data space induced by labeling, for example, into one latent space representation. Colored MVU incorporates auxiliary information into MVU by substituting the raw data by the combination of the data and the covariance matrix induced by the given auxiliary information.

What are the differences of a supervised visualization as compared to a direct classification of the data, i.e. a simple projection of the data points to their corresponding class labels? What are potential applications of such techniques? These questions are in the focus of this contribution. We will argue that auxiliary information in the form of class labeling can play a crucial role when addressing dimensionality reduction: on the one hand, it offers a natural way to shape the inherently ill-posed problem of dimensionality reduction by explicitly specifying which aspects of the data are relevant and, in consequence, which aspects should be emphasized – those aspects of the data which are relevant for the given auxiliary class labeling. In addition, the integration of auxiliary information can help to solve the problem of the computational complexity of dimensionality reduction. In this contribution, we will show that discriminative dimensionality reduction can be used to infer a mapping of points based on a small subsample of data only, thus reducing the complexity by an order of magnitude. We will use this technique in a general framework which allows us to visualize not only a given labeled data set, rather full classification models can be displayed this way, as we will demonstrate for the case of SVM classifiers.

Now we will first introduce the Fisher metric as a general way to include auxiliary class labels into a non-linear dimensionality reduction technique. We will show the difference of the result from a direct classification in the context of discriminative t-SNE. Afterwards, we address two applications of this setting: integration of auxiliary information into kernel t-SNE mapping to obtain valid results from a small subset of data only, and visualization of a given SVM classifier.

2 SUPERVISED VISUALIZATION BASED ON THE FISHER INFORMATION

In the following, we will consider only one prototypical dimensionality reduction technique and emphasize the role of discriminative visualization rather than a comparison of the underlying dimensionality reduction technique: we restrict to t-distributed stochastic neighbor embedding (t-SNE), which constitutes one of the most successful nonlinear dimensionality reduction techniques used today (Maaten and Hinton, 2008). All arguments as given below could also be based on alternatives such as LLE or Isomap.

Given a set of data points $x_i$ in some high-dimensional data space $X$, t-SNE finds projections $y_i^2$ for these points in the two dimensional plane $Y = \mathbb{R}^2$ such that the probabilities of data pairs in the original space and the projection space are preserved as much
as possible. More precisely, probabilities in the original space are defined as
\[ p_{ij} = \frac{\exp(-|x_i - x_j|^2/2\sigma^2)}{\sum_{k \neq i} \exp(-|x_i - x_k|^2/2\sigma^2)} \]

where \( N \) is the number of data points and
\[ p_{ij} = \frac{\exp(-|x_i - x_j|^2/2\sigma^2)}{\sum_{k \neq i} \exp(-|x_i - x_k|^2/2\sigma^2)} \]

depends on the pairwise distance; \( \sigma \) is automatically determined by the method such that the effective number of neighbors coincides with a priorly specified parameter, the perplexity. In the projection space, probabilities are induced by the student-t distribution parameter, the perplexity. In the projection space, the number of neighbors coincides with a priorly specified parameter, the perplexity.

A Riemannian metric is induced by minimum path integrals using this quadratic form locally, i.e.
\[ d(x, y) = \inf_p \int_0^1 \sqrt{d_{\rho(t)}(p', p')dt} \]

where \( p : [0, 1] \rightarrow X \) ranges over all smooth curves from \( p(0) = x \) to \( p(1) = y \) in \( X \). We refer to this metric as the Fisher metric in the following. Thus, auxiliary information can be integrated into t-SNE or any other dimensionality reduction technique which relies on distances by substituting the Euclidean metric by the Fisher metric.

In how far is this technique different from a simple classification of data, i.e. in how far does a projection carry more information than a simple projection of the data to their distinct class labels? A very simple example as shown in Fig. 1 illustrates the difference: Three classes which consist of two clusters each are generated in two dimensions. Thereby, the classes of two modes overlap (see arrow). We measure pairwise distances of these data using the Fisher metric. These values are displayed using metric multidimensional scaling. As can be seen, the following effects occur:

- the distance of data within a single mode belonging to one class becomes smaller by scaling dimensions which are unimportant for a given labeling at a smaller scale. Thus, data points in one clearly separated mode have the tendency to be mapped on top of each other, and these cluster structures become more apparent.
- the number of modes of the classes is preserved, emphasizing the overall structure of the class distribution in space - unlike a simple mapping of data to class labels which would map all modes of one class on top of each other.
- overlapping classes are displayed as such (see arrow) and directions which cause this conflict are preserved since they have an influence on the class labeling. In contrast, a direct mapping of such data to their class labels (if possible) would resolve such conflicts in the data.

In practice, the Fisher distance has to be estimated based on the given data only. The conditional probabilities \( p(c|x) \) can be estimated from the data using the Parzen nonparametric estimator
\[ \hat{p}(c|x) = \frac{\sum \delta_{c=c_i} \exp(-||x-x_i||^2/2\sigma^2)}{\sum \exp(-||x-x_j||^2/2\sigma^2)} \]

The Fisher information matrix becomes
\[ J(x) = \frac{1}{\sigma^4} E_{p(c|x)} \{ b(x,c)b(x,c)^T \} \]
where
\[
\mathbf{b}(\mathbf{x}, c) = E_{\delta(i|\mathbf{x}, c)} \{ \mathbf{x}_i \} - E_{\xi(i|\mathbf{x}, c)} \{ \mathbf{x}_i \}
\]
\[
\xi(i|\mathbf{x}, c) = \frac{\delta_{i, c} \exp(-\|\mathbf{x} - \mathbf{x}_i\|^2/2\sigma^2)}{\sum \delta_{i, c} \exp(-\|\mathbf{x} - \mathbf{x}_j\|^2/2\sigma^2)}
\]
\[
\xi(i|\mathbf{x}) = \frac{\exp(-\|\mathbf{x} - \mathbf{x}_i\|^2/2\sigma^2)}{\sum \exp(-\|\mathbf{x} - \mathbf{x}_j\|^2/2\sigma^2)}
\]
\[
E \text{ denotes the empirical expectation, i.e. weighted sums with weights depicted in the subscripts. If large data sets or out-of-sample extensions are dealt with, a subset of the data only is usually sufficient for the estimation of } J(\mathbf{x}).
\]

There exist different ways to approximate the path integrals based on the Fisher matrix as discussed in (Peltonen et al., 2004). An efficient way which preserves locally relevant information is offered by \(T\)-approximations. \(T\) equidistant points on the line from \(\mathbf{x}_i\) to \(\mathbf{x}_j\) are sampled, and the Riemannian distance on the manifold is approximated by \(T\) lengths of these points as
\[
\sum_{t=1}^{T} d_1 \left( \mathbf{x}_i + \frac{t-1}{T} (\mathbf{x}_j - \mathbf{x}_i), \mathbf{x}_i + \frac{t}{T} (\mathbf{x}_j - \mathbf{x}_i) \right)
\]
where \(d_1 (\mathbf{x}_i, \mathbf{x}_j) = (\mathbf{x}_i - \mathbf{x}_j)^T J(\mathbf{x}_i)(\mathbf{x}_i - \mathbf{x}_j)\) is the standard distance as evaluated in the tangent space of \(\mathbf{x}_i\). Locally, this approximation gives good results such that a faithful dimensionality reduction of data can be based thereon.

Now the question occurs what are benefits of an integration of such knowledge. Here we present two potential applications. Thereby, we restrict to one typical real-life benchmark data set, the USPS data, only due to space limitations, results for alternative benchmarks being similar.

### 3 APPLICATION (I): TRAINING A VISUALIZATION MAPPING

Similar to many other nonlinear projection techniques, t-SNE has the severe drawback that it scales quadratically with the size of the training set making it infeasible for large data sets. In addition, it does not provide an explicit mapping of the points; rather, out-of-sample extensions have to be implemented by means of an additional optimization. Because of this fact, it has been proposed in (Gisbrecht et al., 2013) to extend t-SNE towards a mapping in the following way: an explicit functional form is defined as
\[
\mathbf{x} \mapsto y(\mathbf{x}) = \sum \alpha_j \frac{k(\mathbf{x}, \mathbf{x}_j)}{\sum_k k(\mathbf{x}, \mathbf{x}_k)}
\]
where \(\alpha_j \in Y\) are points in the projection space and the points \(\mathbf{x}_j\) are taken from a fixed sample of data points used to train the mapping. \(k\) is the Gaussian kernel. This mapping is parameterized by \(\alpha_j\). Due to its form as a generalized linear mapping, these parameters can analytically be determined as the least squares solution of an exemplary set of points \(\mathbf{x}_i\) and projections \(\mathbf{y}_i\) obtained by standard t-SNE (or any other dimensionality reduction technique). Then the matrix \(\mathbf{A}\) of parameters \(\alpha_j\) is given by
\[
\mathbf{A} = \mathbf{Y} \cdot \mathbf{K}^{-1}
\]
where \(\mathbf{K}\) is the normalized matrix with entries \(k(\mathbf{x}_i, \mathbf{x}_j)/\sum_j k(\mathbf{x}_i, \mathbf{x}_j)\). \(\mathbf{Y}\) denotes the matrix of projections \(\mathbf{y}_i\), and \(\mathbf{K}^{-1}\) refers to the pseudo-inverse.

This technology, referred to as kernel t-SNE, has the benefit that training can be done on a small sub-

![Figure 1: A simple example which demonstrates important properties of the Fisher Riemannian tensor: multi-modality as well as class overlaps are preserved. The original data are displayed at the left, a plot of the data equipped with the Fisher metric displayed using metric multidimensional scaling is shown on the right, the arrows point to regions of overlap of the classes, which are preserved by the metric.](image-url)
set of data only, extending the mapping to the full data set by means of the explicit mapping prescription. Thus, a considerable speed up can be obtained, provided a small subsample of points is sufficient to train the mapping. However, here occurs a problem: often, the structure of the data such as clusters is not yet pronounced if only a small sample of data is used for training kernel t-SNE. In consequence, kernel t-SNE when trained on a subsample does not clearly emphasize an underlying class structure as compared to t-SNE when trained on the full data set.

Here, discriminative dimensionality reduction offers a possibility to substitute the loss of information due to a small training set by prior information as given by an explicit class labeling. On the one hand, it is possible to generate the training set of points \(x_i\) and its projections \(y_i\) for kernel t-SNE based on the Fisher metric provided class labeling \(c_i\) is available. In addition, kernel t-SNE can be extended to a discriminative mapping by using the Fisher metric also in the kernel mapping prescription \(k(x, x')\).

Fig. 2 and Fig. 3 show example mappings of the USPS data set consisting of 11,000 points with 256 dimensions representing handwritten digits from 0 to 9 (Hastie et al., 2001). For training and the representation of the kernel mapping, 10% of the data are used. For the estimation of the Fisher information, 1% of the data are used. Clearly, the original kernel t-SNE mapping does not contain enough information to emphasize the cluster structure when trained on 10% of the data only, while t-SNE when trained on the full data set clearly displays the classes, as can be seen e.g. in (Maaten and Hinton, 2008). The resulting kernel t-SNE mapping and its out of sample extension are displayed in Fig. 2. In contrast, the cluster structure is clearly visible if auxiliary information is taken into account, Fisher kernel t-SNE and its extension to the full data set being displayed in Fig. 3.

4 APPLICATION (II): VISUALIZATION OF CLASSIFIERS

Classification constitutes one of the standard tasks in data analysis. At present, the major way to display the result of a classifier and to judge its suitability is by means of the classification accuracy. Visualization is used in only a few places when inspecting a classifier: If data live in a low dimensional space, a direct visualization of the data points and classification boundaries in 2D or 3D can be done. For high dimensional data, which constitutes the standard case, a direct visualization of the classifier is not possible. One line of research addresses visualization techniques to accompany the accuracy by an intuitive interface to set certain parameters of the classification procedure, such as e.g. ROC curves to set the desired specificity, or more general interfaces to optimize parameters connected to the accuracy (Hernandez-Orallo et al., 2011). Surprisingly, there exists relatively little work to visualize the underlying classifier itself for high dimensional settings. For the popular support vector machine, for examples, only some specific approaches have been proposed: one possibility is to let the user decide an appropriate linear projection dimension by means of tour methods (Caragea et al., 2008). As an alternative, some techniques rely on the distance of the data points to the class boundary and present this information using e.g. nomograms (Jakulin et al., 2005) or by using linear projection techniques on top of this distance (Poulet, 2005). A few nonlinear techniques exist such as SVMV (Wang et al., 2006), which visualizes the given data by means of a self-organizing map and displays the class boundaries by means of sampling. Further, very interesting nonlinear dimensionality reduction, albeit not for the primary aim of classifier visualization, has been introduced in (Braun et al., 2008). These techniques offer first steps to visually inspect an SVM solution such that the user can judge e.g. remaining error regions, the modes of the given classes, outliers, or the smoothness of the separation boundary based on a visual impression.

However, so far, these techniques are often only linear, they require additional parameters, and they provide combinations of a very specific classifier such as SVM and a specific visualization technique. Discriminative dimensionality reduction constitutes an important technique based on which a given classifier can be visualized. Here, we propose a principled alternative based on discriminative t-SNE with the Fisher metric. We assume a classification mapping \(f: X \rightarrow \{1, \ldots, c\}\) is present, which can be given by a support vector machine, for example. This mapping has been trained using some points \(x_i\) and their label \(c_i\). We assume that the label prediction \(f(x_i)\) of a point \(x_i\) can be accompanied by a real value \(r(x_i) \in \mathbb{R}\) which indicates the (signed) strength of class-membership association. This can be given by the class probability or the distance from the decision boundary, for example. Now the task is to map the data points \(x_i\) as well as the classification boundary induced by \(f\) to two dimensions.

A very simple approach consists in a sampling of the original space \(X\) and a projection of these data \(x\) colored by class labels \(f(x)\) using a standard di-
dimensionality reduction technique. Since smooth values \( r(x) \) are present, isobars corresponding to the classifier can then be displayed in the plane. This naive approach encounters two problems: (i) sampling the original data space \( X \) is infeasible due to a usually high dimensionality and (ii) projecting exhaustive samples from high dimensions to 2D necessarily encounters loss of possibly relevant information.

These two problems can be avoided if label information is taken into account already at the dimensionality reduction step. We propose the following procedure as displayed in Fig. 4:

- Project the data \( x_i \) using a nonlinear discriminative visualization technique leading to points \( p(x_i) \in Y = \mathbb{R}^2 \).
- Sample the projection space \( Y \) leading to points \( z'_i \). Determine points \( z_i \) in the data space \( X \) which are projected to these points \( p(z_i) = z'_i \).
- Visualize the training points \( x_i \) together with the contours induced by the sampled function \( (z'_i, r(z'_i)) \).

This procedure avoids the problems of the naive approach: on the one hand, a discriminative dimensionality reduction technique focusses on the aspects which are particularly relevant for the class labels and thus emphasizes the important characteristics of the classification function. On the other hand, sampling takes place in the projection space only, which is low dimensional.

One question remains: how can we find points \( z_i \in X \) which correspond to the projections \( z'_i \in Y \)? For this purpose, we take an approach similar to kernel t-SNE: we define a mapping

\[
p^{-1} : Y \rightarrow X, y \mapsto \sum_i \alpha_i \cdot \frac{k_i(y_i, y)}{\sum_j k_i(y_j, y)} = A \cdot [K]_i
\]

of the projection space to the original space which is trained based on the given samples \( x_i \), its projections \( y_i \), and its labels \( c_i \). As before, \( k \) is the Gaussian kernel, \( K \) the kernel matrix applied to the points \( y \), which
Figure 4: Principled procedure how to visualize a given data set and a trained classifier. The example displays a SVM trained in 3D.

Figure 5: Visualization of an SVM classifier trained on the USPS data set by means of kernel t-SNE (top) and Fisher kernel t-SNE (bottom).

are projections of $x_i$ and $[K]_i$ the $i$th column. $A$ is the matrix of parameters $\alpha_i$. These parameters $\alpha_i$ are determined by means of a numeric optimization technique such that the following error is minimized:

$$\lambda_1 \cdot \|X - A \cdot K\|^2 + \lambda_2 \cdot \|r(X) - r(A \cdot K)\|^2$$

Thereby, $X$ denotes the points $x_i$ used to train the discriminative mapping. $r(\cdot)$ denotes real values associated to the classification $f$ indicating the strength of the class-membership association. $\lambda_1$ and $\lambda_2$ are positive weights which balance the two objectives formalized by this functional form: a correct inverse mapping of the data $x_i$ and its projections $y_i$ on the one side and a correct match of the induced classifications via the given classifier $f$ on the other side.
An example application of this procedure for the USPS data set is based on the k t-SNE projections as specified in the last paragraph. An SVM with Gaussian kernel is trained on a subset of the data which is not used to train the subsequent kernel t-SNE or Fisher kernel t-SNE, respectively. A classification accuracy of 99% on the training set and 97% on the test set arises. We use two different kernel t-SNE mappings to obtain a training set for the inverse mapping $p^{-1}$: kernel t-SNE and Fisher kernel t-SNE, respectively. The weights of the cost function has been chosen as $\lambda_1 = 0.1$ and $\lambda_2 = 10000$, respectively. The resulting visualization of the SVM classification is displayed in Fig. 5(top) if the procedure is based on kernel t-SNE and Fig. 5(bottom) if the procedure is based on Fisher kernel t-SNE.

Obviously, the visualization based on Fisher kernel t-SNE displays much clearer class boundaries as compared to a visualization which does not take the class labeling into account. This visual impression is mirrored by a quantitative comparison of the projections. For the kernel t-SNE mapping, the classification induced in 2D as displayed in the map coincides with the original classification with a 85% accuracy only. If Fisher kernel t-SNE is used, the coincidence increases to 92%.

5 CONCLUSIONS

We have reviewed discriminative dimensionality reduction, its link to the Fisher information matrix, and we have discussed its difference to a direct classification. Based on Fisher kernel t-SNE, two applications have been proposed: a speed-up of dimensionality reduction on the one side and a visualization of a classifier such as SVM on the other side. So far, the applications have been demonstrated using one benchmark only, results for alternative benchmarks being similar. Note that the proposed techniques are not restricted to t-SNE, rather, similar techniques could be based on top of popular alternatives such as LLE or Isomap.
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