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Abstract: Constraint-based data mining is a field that recently has started to receive more attention. Describing a problem through a declarative model enables very descriptive and easy to extend implementations. Our work uses a previous itemset mining model in order to extend it with the capabilities to discover different and interesting patterns that have not been explored yet: multisets and sequences. The classic example domain is the retailer organizations, trying to mine the most common combinations of items bought together. Multisets would allow mining not only this itemsets but also the quantities of each item and sequences the order in with the items are retrieved. In this paper, we provide the background of the original work and we describe the modifications done to the model to extend it and support these new patterns. We also test the new models using real world data to prove their feasibility.

1 INTRODUCTION

Itemset mining, a problem originated in the study of retailer organization databases, has been a major concern in the machine learning community due its impact on different areas, such as games, census, traffic accidents, among other (Rep, 2012). The learning objective is to find the most common combination of products bought together. After itemset mining, sequence (Agrawal and Srikant, 1995) and multiset (David and Nourine, ence) mining algorithms have been developed. The importance of sequences is shown in fields as recommendations (Burke, 1999), web browsing (Cadez et al., 2000), health care (Zhang et al., 2003) or music (Brand, 1998) for instance. In sequence mining, item order matters, while in multisets item repetitions is taken into account.

The original itemset mining algorithm known is Apriori (Agrawal and Srikant, 1994) and consists in three phases. First, it builds an item lattice. Second it scans the lattice looking for itemsets that have at least a support of a user-specified threshold. And third, and in order to build associational rules, builds up the appropriate relationship between premises and consequences. A similar process follows with sequences. Since the approach is breadth first search, it is computationally expensive, and other authors have been explored several alternatives to improve its efficiency. (Srikant and Agrawal, 1996) proposed the use of taxonomies, some primitive data structures to count the support of patterns, sliding windows to relax the definition of frequent sequences, and time constraints to discriminate whenever two elements of a transaction belong to the same sequence or not. (David and Nourine, ence) goes one step further by mixing sequences and multisets. All of these approaches are procedural based, and they search in one way or another a tree structure.

Recently, there has been an interest to use declarative approaches for data mining (Bonchi and Lucchese, 2007). In the particular case of itemsets, (De Raedt et al., 2008) proposes to use constraint programming. Although constraint programming is a well-studied field in computer science, its use for itemset mining had gone unnoticed until then. The main achievement is the reformulation of the itemset mining problem as a constraint satisfaction problem, exploiting current and powerful solvers to find out the frequent itemset patterns. The framework proposed at (De Raedt et al., 2008) is revisited in (De Raedt et al., 2010), where the authors explore in deep the formulation, propose models for frequent, closed, and weighted itemset mining, and analyze the efficiency gained with solvers. The constraint programming approach enables the extension, in a declarative manner, of the data mining problem by the addition of new constraints.

Our work concerns the extension of the previous work of (De Raedt et al., 2010), to mine two different kind of frequent patterns: multisets and sequences.
Our ultimate goal is to provide a constraint programming framework for frequent multiset and sequence mining.

This paper is organized as follows. First, in Section 2 we contextualize our research within some other related work. Next, we provide in Section 3 the basis of the constraint programming approach in (De Raedt et al., 2010), that is then extended with our new proposals in Sections 4 (multiset mining) and 5 (sequence mining). The experimental results and their discussion is presented in Section 6. We end with some conclusions and future work directions in Section 7.

2 RELATED WORK

Constraint-based mining has been understood in frequent itemset mining as the process of defining constraints in the mining process. That means, that we find itemset patterns by Constraining their length, duration, gaps between adjacent items, prefixes, and so on (Han et al., 2007). These methods follow a procedural approach to find out the frequent patterns. Our work concerns on the use of the constraint programming paradigm for mining frequent patterns, following a declarative definition of the mining problem, and letting the solvers find the patterns, as in (De Raedt et al., 2010).

An example of such systems is Molfea (De Raedt and Kramer, 2001), which mines chemical structures for sequences of atoms and bonds that are defined by some user criteria. These criteria are primitives that represent fragments of the sequences of atoms and may require having a minimum frequency on the database. Another example is ConQuest (Bonchi et al., 2009), a constraint-based querying system, which interacts with the user to achieve the desired learning results. MusicDFS (Soulet et al., 2006) is another application example of a tool which implements its own efficient deep search first algorithm to mine constrained patterns. These kind of frameworks have in common that they focus on the use of constraints in the search process to improve mining results whereas our approach focuses on create a model definition to solve the problem of mining multisets and sequence patterns using a constraint programming approach.

Other related works are in the field of plan recognition. The plan recognition problem (Schmidt et al., 1978) takes as input a set of sequential actions performed by some actors within the system and tries to organize these actions in order to recreate the plan and to infer the pursued goal. Moreover, the plans can be considered sequential patterns if they are mined using data from several actors. Recently, this community has also moved to consider constraint-satisfaction formulations to define their problem (Gal et al., 2012).

3 BACKGROUND

In this work, the modelization of frequent itemset problem has been considered as starting point to extend it towards multiset and ordered itemset mining. However, formalization can be generalized to cover closed, maximal or typologies of itemset mining problems.

As it has been commented above, our model is based on the original and simpler design of (Guns et al., 2011). It is a constraint programming approach for itemset mining. We explain the essentials of the method (the problem definition and the constraint programming model) in this section to proceed afterward with the definition of our models.

3.1 Problem Statement

The original motivation of itemset mining was on the retailers, from which most of the terminology has been derived. The input information is a database containing all the products acquired by the clients according to transactions. The output, the most frequent items bought.

Let \( I = \{1, \ldots, m\} \) be a subset of \( \mathbb{N} \) that map some items as for example \( \{A,B,\ldots,M\} \) and \( A = \{1,\ldots,n\} \) a set of transaction identifiers. Now, let \( D' \) be a set of tuples with a transaction id \( t \) and an itemset \( I \). Finally, let \( D \) be the binary representation of \( D' \) such that:

\[
D' = \{(t,I) | t \in A, I \subseteq \{1,\ldots,m\}, \forall i \in I: D_{t,i} = 1\}
\]

where \( D_{t,i} \) is the position \((t,i)\) of the \( D \) matrix. Using this definition itemsets can be discriminated using their id and \( D \) contains 1s only when the itemset contains that specific item. Table 1 shows an example of this representations.

<table>
<thead>
<tr>
<th>Itemset</th>
<th>Coverage</th>
</tr>
</thead>
<tbody>
<tr>
<td>2,3</td>
<td>5,8,9,10</td>
</tr>
</tbody>
</table>

The occurrences of a specific itemset \( I \) within the matrix \( D \), that is, the coverage \( \varphi \), is defined as follows:

\[
\varphi_D(I) = \{t \in A | \forall i \in I: D_{t,i} = 1\}
\]

For example, using matrix \( D \) from Table 1, \( \varphi_D(\{2,3\}) = \{5,8,9,10\} \).

The amount of transactions that contain the itemset is denoted as \( support \) and is defined as:

\[
support_D(I) = |\varphi_D(I)|
\]

So using again the previous example, \( support_D(\{2,3\}) = |\varphi_D(\{2,3\})| = |\{5,8,9,10\}| = 4 \)
computing if the sum of the binary vector constraints is modeled as follows: the coverage \( \phi \) for \( I \) variables settings:

\[
\phi = \sum_{i \in I} \left( 1 - D_{i,j} \right) = 0
\]

Equation 1 when assigning the value of \( D \) need to modify also our description of itemsets. This kind of patterns can be very useful. Frequent itemset mining consists on finding all the itemsets which support is equal or higher than a certain threshold \( \theta \). That is:

\[
frequent\;itemsets = \{ I \mid \text{support}_{D}(I) \geq \theta \} \tag{4}
\]

3.2 Constraint Programming Model

First of all, (Guns et al., 2011) define a boolean variable \( I_i \) for each individual item. Itemsets \( I \) are then represented as a collection of this binary variables. Another set of binary variables, \( T_i \), represent the transactions of the set \( T \) that cover a given itemset, \( T = \phi_D(I) \). For example, transaction 8 of Table 1 is represented by the following setting of the binary variables settings: \( I_1 = 0, I_2 = 1, I_3 = 1, I_4 = 1, I_5 = 1 \) for \( \phi_D(2, 3, 4) \).

Thanks to this new binary variables, the coverage and support constraints are formulated. The coverage constraints is modeled as follows:

\[
T = \phi_D(I) \iff (\forall i \in A : T_i = 1 \Leftrightarrow \sum_{i \in I} I_i(1 - D_{i,j}) = 0)
\]

Equation 5 when assigning the value of \( A \).

The second one, the frequency constrain, requires computing if the sum of the binary vector \( T \) is greater or equal to the \( \theta \) threshold, as follows:

\[
|T| \geq \theta \Rightarrow \sum_{i \in A} T_i \geq \theta
\]

Equation 6 when assigning the value of \( \theta \).

Therefore, the itemset mining from a constraint programming approach consist on finding the set

\[
(I, T)|I \subseteq I, T \subseteq A, T = \phi_D(I), |T| > \theta
\]

Equation 7 when assigning the value of \( |T| > \theta \).

4 MULTISET MINING

The previous section presented how to find frequent itemsets. This kind of patterns can be very useful, since a lot of databases can be transformed into the binary representation shown at Equation 1. In the classical scenario, the retailer database, each row will be considered as a client transaction and each column as an item. Then the resulting itemset patterns are the most common products bought together.

However, using this same scenario, we can see that we could extract more information. Frequent patterns at this point represent the products commonly purchased together, but the amount of each product is still unknown. We can know that beer and crisps are bought together, but probably there is a proportional relation among them, like for each six-pack of beer, two bags of crisps. Consequently, the original problem definition and the model should be extended to learn patterns with such property.

4.1 Problem Statement

Until now, we have been working under the assumption that we were using sets of items called itemsets that did not contain any item repeated. Now itemsets can contain the same item more than once. Hence, we need to modify also our description of \( D' \) and \( D \) to use multisets:

\[
D' = \{ (t, I) \mid t \in A, I \subseteq I, \forall i \in I, D_{k,i} = Q(k) \} \tag{8}
\]

This new representation differs with the one at Equation 1 when assigning the value of \( D_{k,i} \). In this case instead of using a binary value to assert whenever the item exists or not in the itemset, we propose the function \( Q(k) \), which return the cardinal of the set of all the items in \( I \) that are equal to \( i \) or, what is the same, the Quantity of \( i \) in \( I \): \n
\[
Q(i) = |\{ k \in I \mid k = i \}|
\]

Equation 9 when assigning the value of \( Q(i) \). Table 2 show an example of how this new matrix \( D \) is.

Table 1: Example of item database. Left: original itemset database. Central (\( D' \)): transactions database. Right (\( D \)): binary representation.

<table>
<thead>
<tr>
<th>Transacciones</th>
<th>(id, Itemset)</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>(1, [3])</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>B</td>
<td>(2, [2])</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>A, C</td>
<td>(3, [1, 3])</td>
<td>3</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>B, D</td>
<td>(4, [2, 4])</td>
<td>4</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>C, D</td>
<td>(5, [2, 3])</td>
<td>5</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>A, D</td>
<td>(6, [3, 4])</td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>B, C, D</td>
<td>(7, [1, 4])</td>
<td>7</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>A, B, C</td>
<td>(8, [2, 3, 4])</td>
<td>8</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>A, B, C, D</td>
<td>(9, [1, 2, 3])</td>
<td>9</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>A, B, C, D</td>
<td>(10, [1, 2, 3, 4])</td>
<td>10</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>
4.2 Constraint Programming Model

According to the problem definition, the model main extension is related to the coverage constraint. Now, the instantiated vector \( T \) contain a 1 in the \( t_{th} \) only if the amount of each item \( i \) within a certain itemset \( I \) is greater or equal in the \( t_{th} \) transaction of the matrix \( D \):

\[
\forall t \in \mathcal{A}: T_t = 1 \iff \sum_{i \in I} D_{t,i} \geq Q(t) \tag{13}
\]

The support constraint and the problem formulation from the remain the same as in Section 3.2.

4.3 Example

Here we provide an illustrative example of the model proposed. We use example provided in Table 2. The \( \theta \) threshold is 2 and it represents the 20% of the database.

Thus, the multiset \( \{B,B,C\} \) has its representation in the \( D \) matrix as \( \{0,2,1,0\} \). To estimate the coverage of \( \{B,B,C\} \), all the transactions from \( D \) must be checked to see if they meet the specifications shown at Equation 10. Transactions 1 and 8 do, so \( \varphi_{D'}(\{0,2,1,0\}) = \{1,8\} \). The next step is calculating the support, so as it is the cardinal of the coverage, \( \text{support}_{D'}(\{0,2,1,0\}) = |\varphi_{D'}(\{0,2,1,0\})| = |\{1,8\}| = 2 \). And finally, multiset \( \{0,2,1,0\} \) will be considered a frequent patterns since this support is greater or equal to the previously specified \( \theta \).

Following the same procedure, multiset \( \{C,D\} \) is represented as \( \{0,0,1,1\} \) in \( D \). Then, \( \varphi_{D'}(\{0,0,1,1\}) = \{7\} \) since 7 is the only transaction that has elements \( C \) and \( D \) greater or equal to 1. Finally, \( \text{support}_{D'}(\{0,0,1,1\}) = |\varphi_{D'}(\{0,0,1,1\})| = |\{7\}| = 1 \), which obviously is lower than the \( \theta \) threshold and therefore it is not considered as a frequent pattern.

All the frequent multiset patterns found for the example are shown in Table 3.

### Table 3: Output from the multiset mining.

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>Support</th>
<th>Itemset</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>3</td>
<td>{D}</td>
</tr>
<tr>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>{B,B}</td>
</tr>
<tr>
<td>0</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>{B,B,C}</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>{A,B,C}</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>3</td>
<td>{A,C}</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>4</td>
<td>{B,C}</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>6</td>
<td>{C}</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>{A,B}</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>{A}</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>{B}</td>
</tr>
</tbody>
</table>

5 SEQUENCE MINING

In this section we are considering itemsets with item order information but without any repetition (see Table 4). Back again to the retailers example, sequence mining allows knowing the order in which items are retrieved. Such knowledge can be useful for different optimization purposes, as the product distribution:
the clients could find a simpler route to gather every-thing or the store manager could introduce in the mined routes products that usually are not bought by the clients but they could be interested in.

5.1 Problem Statement

In this case, itemsets are ordered sets of items, so in a certain itemset $I$, $I_n$ would be its $n_{th}$ item. Consequently, the matrix $D$ must be able to represent order information. Our approach is similar to the ones presented before, keeping the definitions as simple as possible:

$$D' = \{(t,I) \mid t \in A, I \subseteq I, \forall i \in I, D_{t,i} = O_i(I)\}$$ (14)

The main difference with Equation 1 is the binary value assigned to $D_{t,i}$ to represent the existence of the item in the itemset. Here we have replaced it with the new function $O_i(I)$, where given a certain ordered itemset $I$ and a certain item $i$ returns the position of $i$ within $I$. For example $O_i(\{2,4,3,1\}) = 2$. The Order function, $O_i(I)$, is the following:

$$O_i(I) = k \mid \exists k \leq |I|, I_k = i$$ (15)

The coverage constraint needs to be redefined too. In the original work and in our previous extension, coverage is a measure that estimates how many times a combination of items or a quantity of items is contained by the database. The new coverage function we propose needs to change completely this paradigm. Instead of counting the items, the items must fulfill specific conditions between themselves. That means that if we want to count the support of a certain ordered itemset $\{C,A,B\}$, first we need to know which of the transactions in the database contain items where the item $C$ goes before $A$ and $B$, where item $A$ goes after item $C$ and before $B$ and where item $B$ goes after items $C$ and $A$, or what’s the same, which transactions in the database follow the order specified by the itemset. It is easy to see that these conditions can be also considered rules or constraints, what makes the constraint-based definition an excellent choice. The following equation shows how simple is to represent this conditions:

$$\phi^\theta_{\theta}(I) = \{t \in A \mid \forall i,j \in I, i \neq j, (I_i < I_j) \rightarrow (D_{t,i} < D_{t,j})\}$$ (16)

The new coverage represents the set of all the transactions indices $t$ where given all possible positions $i$ and $j$ (and $i \neq j$) within an itemset $I$, if item $I_i$ appears before then item $I_j$ then in the item in the $b_{th}$ position of the transaction must appear also before the one at $j_{th}$.

Consistently, the support is defined as follows:

$$\text{support}^\theta_{\theta}(I) = |\phi^\theta_{\theta}(I)|$$ (17)

Finally, the sequence mining problem from a constraint programming approach consists on finding the set:

$$\text{frequent itemsets} = \{I \mid I \in I, \text{support}^\theta_{\theta}(I) \geq \theta\}$$ (18)

5.2 Constraint Programming Model

According to the problem definition, the coverage constraint form is modeled as a constrained programming approach as follows:

$$\forall t \in A : T_t = 1 \leftrightarrow \bigwedge_{i \in I, j \notin I} (I_i < I_j) \rightarrow (D_{t,i} < D_{t,j})$$ (19)

The model denoted by the above equation, comes straightforward from Equation 16, but it has three problems. The first and most important one is the following: the constraint checks the condition $(I_i < I_j) \rightarrow (D_{t,i} < D_{t,j})$ and if $D_{t,i}$ is equals to 0 (i.e. the item does not belong to the transaction), a true assertion will be occur. Consequently, we add an additional condition to the constraint, as follows:

$$\forall t \in A : T_t = 1 \leftrightarrow \bigwedge_{i \in I, j \notin I} (I_i < I_j) \rightarrow \ldots \rightarrow ((D_{t,i} > 0) \land (D_{t,i} < D_{t,j}))$$ (20)

The second problem relies in the constraint definition itself. It looks for how many transactions fulfill some denoted conditions between items, so the resulting patterns will have at minimum two items. In the case that patterns with single items were requested the procedure becomes the same one as the previous model: counting occurrences of items. In that case,
the previous model should be used adding a new constraint limiting the pattern length like $|I| = 1$ can be used.

The third problem is that any solver fed with this model could return malformed patterns. If we look back to Table 4, the ordered itemset $\{0, 2, 1, 0\}$ can be considered a pattern since half of the transactions contain this sequence. What makes inconsistent the model is that the solver could return $\{0, 2, 1, 0\}$, $\{0, 3, 1, 0\}$ or $\{0, 3, 2, 0\}$ as well since we are checking the transactions precedences without any point of reference. All three of them have the same meaning: that the item $C$ has a lower value than item $B$ so therefore it goes before, but only the first one should be returned. An auxiliary constrain like $\forall i \in I, i \leq |I|$ limiting the maximum value that the items can have should be more than enough to avoid this.

Finally, the support constraint and the problem formulation from the remain the same as in Section 3.2.

5.3 Example

To provide an illustrative example of our mode, we use the data shown in Table 4. We assume the threshold value: $\theta = 2$.

Like in the previous example, the first thing to do is to translate the itemset to match the representation from Table 4. If we choose $\{C, B\}$ (transaction 2), then its representation is $\{0, 2, 1, 0\}$. If we what know if it is a frequent pattern, from Equation 16, item $C$ has a lower value (goes before) than item $B$, and all the transactions in matrix $D$ that contain a lower value in item $C$ than in item $B$ support this itemset. That is, $\phi_D^\theta(\{0, 2, 1, 0\}) = \{2, 3, 4, 8, 10\}$. Consequently, through Equation 17, $\text{support}_D^\theta(\{0, 2, 1, 0\}) = |\{2, 3, 4, 8, 10\}| = 5$ and since it is a value greater than the $\theta$ specified it is considered a frequent pattern.

All the frequent sequence patterns found for the example are shown in Table 5.

### Table 5: Output from the sequence mining.

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>Support</th>
<th>Itemset</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>0</td>
<td>3</td>
<td>4</td>
<td>${A, B}$</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>3</td>
<td>${A, C}$</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>${A, C, B}$</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>${B, C}$</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>${C, A}$</td>
</tr>
<tr>
<td>0</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>5</td>
<td>${C, B}$</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>${C, D}$</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>${D, A}$</td>
</tr>
<tr>
<td>0</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>${D, B}$</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>${D, C}$</td>
</tr>
</tbody>
</table>

### Table 6: Multiset patterns.

<table>
<thead>
<tr>
<th>Support</th>
<th>Pattern</th>
</tr>
</thead>
<tbody>
<tr>
<td>10%</td>
<td>2x frontpage, 2x tech, 1x msn-sports</td>
</tr>
<tr>
<td>12%</td>
<td>1x msn-sports</td>
</tr>
<tr>
<td>12%</td>
<td>1x frontpage, 1x news, 1x business</td>
</tr>
<tr>
<td>21%</td>
<td>1x news</td>
</tr>
<tr>
<td>21%</td>
<td>3x frontpage</td>
</tr>
<tr>
<td>22%</td>
<td>1x local</td>
</tr>
<tr>
<td>23%</td>
<td>1x tech</td>
</tr>
<tr>
<td>26%</td>
<td>1x on-air</td>
</tr>
<tr>
<td>32%</td>
<td>2x frontpage</td>
</tr>
<tr>
<td>51%</td>
<td>1x frontpage</td>
</tr>
</tbody>
</table>

6 EXPERIMENTATION

In order to test our approach with real data, the UCI (Frank and Asuncion, 2010) dataset corresponding to the MSNBC anonymous web navigation has been used.

6.1 Experimental Setup

The raw information provided by the dataset consist on 1000000 data lines, each one is the activity of a user session and contains a sequence of numbers from 1 to 17 that represents the category of the web page that was loaded. For instance the sequence $\{2, 4, 4, 4, 3\}$ means that the user loaded the “news” section, then loaded three times the “local” news and finally loaded the “technology” section.

The original work presented at (Guns et al., 2011), used an implementation based in Essence language (Frisch et al., 2008), but we have adopted a solution using MiniZinc (Nethercote et al., 2007) because it allows the specification of models using natural mathematical-like notation, speeding up our work.

6.2 Multisets Mining Results

As the original data from MSNCB.com contains repeated items per each transaction, so it can be used to test our multiset model. First of all the database needs to be flattened into the matrix representation shown in Section 4. That means that given the 17 different possible categories, a multiset $\{2, 4, 4, 4, 3\}$ needs to be transformed into $\{0, 1, 1, 3, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0\}$. On the other hand, for our testing experiments we have used only the first 100 data entries.

Table 6 shows some of the patterns found. The most common behavior found within the explored data is to open the web front page, since 51% of users loads it. Opening the front page is a rather common
way to start the browsing, but with our extension we can know how many of them revisit this front page. Results show that 32% of users during its web exploration open a second time the front page and also that a 21% opens it three times. If we don’t mind to reduce the support, we can find that 10% of explored users open twice the front page, twice again the technology page and also read the msn-sports.

Using the original approach, these patterns would have been found too, but without knowing how many times the users visit the pages. This proofs that there is still more information to mine than just the common pages browsed in the same session. Despite that we have worked with little subset of information, the conclusions of our results can be considered quite similar to previous works focused in the visualization of the sequences with this database (Cadez et al., 2000): after the front page, tech an local sections recive a lot of user visits.

6.3 Sequence Mining Results

Regarding sequence mining, the MSNBC data we have used only the first 100 data lines.

In Table 7 we present some of the patterns found. In this case the support is not as high as in the previous example, but the sequences are still interesting. The most common sequence followed by the 5% of the explored users consists in loading first msn-sports and then the sports ones, which are obvious related making a sensible pattern. The second most common sequence is also reasonable, since 4% of the users first open the general news web page and after that the local news.

We have to take under consideration that the found patterns are quite short (no more than two consecutive web sections) and that the support for these patterns is not very high (no more than 5%). That can be caused by the original transformation we did in order to remove the repeated items, but still sustain the point that there was still information that could not be mined using the existing constraint-based approaches. In this case our transformation makes more difficult to compare our results with the ones at (Cadez et al., 2000), but still there are some patterns in common like the {misc, local}.

6.4 Discussion

On one hand the experimentation done until now has shown that the running time for these models depends exclusively on the solver used. Minizinc has the capability of being a high level constraint programming language what allows the users to change its under-lying solver easily. Therefore, the implementation of the models “as they are” in this paper resulted in processing a set of data with a multipurpose solver for several hours while a fully optimized one returned the solutions with only less than a second of execution. Since the scope of this work does not involve surveying different solver implementations we Relate this task for future works. Another future work regarding process optimization may be the reification of the already known constraints in order to simplify the solver’s work allowing it to work even faster.

On the other hand, the results presented in this section show the feasibility of the constraint programming paradigm for multiset and sequence learning. Further experiments should be performed in other scenarios, and particularly with big data to find out the limits of the methodology. However, the important issue is that the learning process is not encapsulated in a complex and static procedure, but provided in a declarative way. This will allow the addition of new constraints without the need of modifying the base model, for instance, looking for closed or maximal patterns instead of frequent.

7 CONCLUSIONS

In this paper we have explored some of the state-of-the-art constraint-based mining and we have presented the modifications done to (Guns et al., 2011) that extend the original model so now it can support multiset and sequence mining. Our model for multiset mining requires a change on the definition of the coverage constraint that takes into account the amount of items in the frequent pattern. The second, sequence mining, has the handicap of requiring more constraints in order to return valid outputs but the learning problem is provided in a declarative and simple way. We have shown examples of its application into toy problems to easily comprehend how the constraints works. Moreover, we
have applied the constraint programming models to the MSNBC database from the UCI repository, having successful results.

Our models where simple enough to work with academic examples, but further experimentation is required, focusing on escalation (both: length of transaction and database size). In this sense, our research is directed towards the use of reified constraints that optimize the constraint programming model.

Note that we have presented two independent models: one for mining item repetitions within itemsets and another one or mining the itemsets with order relations. The combination of both can lead us into a complete sequence pattern mining. Once the combination is done, this model will be comparable to classical algorithms used nowadays like prefixspan or closspan with the advantage of being declarative and easily extensible.
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