FRAME INTERPOLATION WITH OCCLUSION DETECTION USING A TIME COHERENT SEGMENTATION
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Abstract: In this paper we propose an interpolation method to produce a sequence of plausible intermediate frames between two input images. The main feature of the proposed method is the handling of occlusions using a time coherent video segmentation into spatio-temporal regions. Occlusions and disocclusions are defined as points in a frame where a region ends or starts, respectively. Out of these points, forward and backward motion fields are used to interpolate the intermediate frames. After motion-based interpolation, there may still be some holes which are filled using a hole filling algorithm. We illustrate the proposed method with some experiments.

1 INTRODUCTION

Our purpose in this paper is to propose an interpolation method to produce a sequence of plausible intermediate frames between two input images with applications to slow camera motion for smooth playback of lower frame rate video, smooth view interpolation and animation of still images. Recent progress in optical flow estimation provides optical flows of sufficient quality for intermediate frame interpolation (Brox et al., 2004; Brox and Malik, 2010; Sun et al., 2010). One of the main difficulties that has to be tackled in image interpolation is the occlusion effects. Points visible at time $t$ that occlude at time $t+1$ should not have a corresponding point at frame $t$. While points that appear at time $t+1$ should have no correspondent at time $t$. Image interpolation algorithms have to detect such occlusions in order to correctly decide how to interpolate.

Most current optical flow estimation methods do not directly compute occlusions and assign an optical flow to each pixel of each frame. If we blindly use the optical flow, artifacts are generated. They are specially visible at moving occlusion boundaries. This difficulty is usually handled by analyzing the forward and backwards motion fields in order to decide from which image we interpolate. In this paper we propose to address the occlusion effects by using a spatio-temporal segmentation of the video sequence. This segmentation allows us to interpret the sequence as a set of spatio-temporal regions whose temporal boundaries give us information about their birth and death. As a result, we are able to extract a set of candidate occluding and disoccluding points. Forward and backward motion fields are then used to interpolate the intermediate image taking into account the latter points. After motion-based interpolation, there may still be some holes which are filled using a suitable hole filling algorithm (Criminisi et al., 2004; Arias et al., 2011).

1.1 Previous Work

There are many papers devoted to intermediate frame interpolation. Many of them are based on establishing correspondences between consecutive pairs of images. They are usually computed by means of block based motion estimation or dense optical flow. The former has been applied to frame-rate conversion for digital television. The image is divided into a set of non-overlapping blocks and forward and/or backward motion compensation is performed to create the interpolated frame (Cafforio et al., 1990). Occlusion effects are handled by analyzing the forward and backwards motion fields in order to decide from which frame to interpolate. In (Dane and Nguyen, 2004) the authors conclude that the averaging technique is appropriate if forward and backward prediction errors are equal. In other cases, they conclude with theoretical results that the filter taps associated to the motion...
compensation have to be adapted to the reliability of the motion vectors.

Frame interpolation also has been tackled by means of dense optical flow. Most of current optical flow approaches compute the forward field based on the work of Horn and Schunk (see (Baker et al., 2011)). Other authors compute a symmetric optical flow by means of a penalty in their model (Alvarez et al., 2007; Ince and Konrad, 2008) which permits to define occlusion regions.

In the context of frame interpolation, (Baker et al., 2011) propose a simple method for frame interpolation and occlusion handling based on a forward splatting algorithm. They compute where in the input images a given intermediate pixel comes from. Occlusion effects are again tackled by assessing the consistency between the forward and backward flows. The intermediate frame, the motion vectors of neighboring pixels using a Markov Random Field (MRF). (Linz et al., 2011) present a long-range correspondence estimation technique that includes SIFT, edge and symmetry data terms. Occlusion also is detected by assessing the coherence between the two flows. The interpolated image is created by using a graph-cut based approach that decides at each pixel from which image the color information is taken.

In (Mahajan et al., 2009) the authors present a method based on graph cuts which is based on the idea that a given pixel traces out a path in the source images. Their method can we viewed as an inverse optical flow algorithm: they compute where in the input images a given intermediate pixel comes from. Occlusion effects are again tackled by assessing the consistency between the forward and backward flows. The advantage of their method is that no holes are created and thus they need no treatment for them.

1.2 Overview of our Algorithm

We briefly summarize the main Steps of our algorithm. Let \( I(x,y,t) \) be a video sequence. For simplicity we consider that the video is sampled at times \( t = 0, 1, 2, \ldots \). The image domain \( \Omega \) is a rectangular grid in \( \mathbb{Z}^2 \).

**Step 1:** We compute the forward \((u, v)\) and backward \((u^*, v^*)\) optical flows. For that we use the algorithm (Brox and Malik, 2010), see section 2.1. As an alternative, we can also use (Sun et al., 2010). Both estimate a forward flow between images \( t \) and \( t+1 \) and have no occlusion treatment. The binary file and the code, respectively, of both algorithms is publicly available.

**Step 2:** Using the forward flow we compute a time consistent segmentation of the video sequence (see section 2.2).

**Step 3:** Potential occlusions are then derived from Step 2. We then interpolate the intermediate frames using the idea of forward and backward splatting described in (Herbst et al., 2009), see section 2.4. The result may contain holes made of points which could not be interpolated.

**Step 4:** The holes are filled-in using an inpainting strategy, see section 2.4.

2 ALGORITHM DESCRIPTION

2.1 Optical Flow Computation

For the computation of the optical flow we can use any optical flow producing good results. Our experiments have been done with the optical flow algorithm proposed in (Brox and Malik, 2010) which uses HOG (Histogram of Oriented Gradients) descriptors in order to be able to follow fast motions. Estimated motion vectors are required to follow descriptor matchings. As an alternative, we can also use (Sun et al., 2010).

2.2 Time Coherent Video Segmentation

As stated previously, the objective is to create a time consistent segmentation of the video sequence. We consider the video sequence as a volume of 3D data. Our segmentation is based on the simplified Mumford-Shah model. Given the video sequence \( I(x,y,t) \), the simplified Mumford-Shah model approximates \( I \) by a piecewise constant function \( \tilde{I}(x,y,t) = \sum_{O \in \mathcal{P}} m_O \chi_O(x,y,t) \) that minimizes the energy

\[
\sum_{t=0}^{N} \sum_{x \in \Omega} (I(x,y,t) - \tilde{I}(x,y,t))^2 + \lambda \sum_{O} \text{Area}(\partial O),
\]

where \( \lambda > 0 \), \( \mathcal{P} \) is a partition of \( \Omega \times \{0, \ldots, N\} \) into connected regions \( O \), and \( \text{Area} \) corresponds to the area of the interface that separates two spatio-temporal regions. Note that the area for each interface is counted twice in (1), but this amounts only to a replacement of the value of the parameter \( \lambda \) by \( \lambda/2 \).

As explained in (Koepfler et al., 1994), the parameter \( \lambda \) controls the number of regions of the segmentation. For a given partition \( \mathcal{P} \), the constant \( m_O \) is the average of \( I(x,y,t) \) in the region \( O \).

We replace the classical notion of connectivity by a time compensated one. For that we construct...
a graph whose nodes are the pixels of the video, i.e. \( \{(x,y,t) : (x,y) \in \Omega, t \in \{0, \ldots, N\}\} \). There are two types of edges in the graph: spatial and temporal ones. Spatial edges connect a pixel \((x,y,t)\) to its 8-neighborhood in frame \(t\). Temporal edges are defined using the pre-computed forward optical flow. If the flow vector for pixel \((x,y,t)\) is \((u,v)\), then we add to the graph an edge joining pixel \((x,y,t)\) to pixel \((x',y',t') = (x + [u], y + [v], t + 1)\), where the square brackets denote the nearest integer. This graph gives us the 3D neighborhood of each point \((x,y,t)\). This permits an easy adaptation of the algorithm in (Koepfler et al., 1994).

For a given \(\lambda\) and following (Koepfler et al., 1994), the energy is optimized with a region merging strategy that computes a 2-normal segmentation. A 2-normal segmentation is defined by the property that merging any pair of its regions increases the energy of the segmentation. Notice that 2-normal segmentations are not local minima of the functional; however, they are fast to compute and useful enough for our purposes. The region merging strategy consists in iteratively coarsening a given pre-segmentation, which is stored as a region-adjacency graph. Each edge of this graph is marked by the energy gain that would be obtained by merging the corresponding pair of regions into one. Then, at each step of the algorithm the optimal merge – the one that leads to the best improvement of the energy – is performed, thus reducing the region adjacency graph by one region and one or more edges. The energy gain is recomputed for the neighboring regions and the algorithm continues to merge as long as they produce some improvement of the energy functional. Note that the parameter \(\lambda\) of the energy functional controls the number of regions of the resulting segmentation. When finding 2-normal segmentations by region merging, this parameter can be automatically set by specifying directly the desired number of regions.

In practice, we do not know which value of \(\lambda\) will produce a good segmentation. For that reason we proceed as follows: we create a set of partitions that are obtained by successively increasing \(\lambda\) (e.g. dyadically). Each partition is computed by taking as input the previously obtained partition and merging regions as described in the previous paragraph. The algorithm starts with a low value of \(\lambda\) using the time-connected graph described above, and stops when the trivial partition is obtained. The history of all the mergings is stored in a (binary) tree, whose nodes represent each region of the segmentation at some iteration. The leaves of this tree are the pixels of the input video. The internal nodes of this tree are regions appearing at some iteration, and the root of the tree is the whole video. While the tree is being built, each node is marked with the value of \(\lambda\) at which the corresponding region has been created.

Once this tree is built, it can be cut at any desired value of \(\lambda\) in real-time, to produce segmentations at different scales. We call tubes the spatio-temporal regions of the resulting partition (see Figure 1). The tubes encode a temporally coherent segmentation of the objects in the video, which can be used for several purposes (e.g. tracking). We use them here in order to determine potential occlusions by analyzing their temporal boundaries. Any connected tube \(O\) has a starting and an ending time, denoted by \(T_0^O\) and \(T_1^O\), respectively. The section of \(O\) at time \(t\) is denoted by \(O(t) = \{(x,y) \in \Omega : (x,y,t) \in O\}\). Thus \(O\) starts (resp. ends) with the spatial region \(O(T_0^O)\) (resp. \(O(T_1^O)\)).

### 2.3 Intermediate Frame Interpolation

Given two video frames \(I_0\) and \(I_1\) at times \(t=0\) and \(t=1\) respectively, our purpose is to interpolate an intermediate frame at time \(\delta \in (0,1)\). For that issue the forward and backward motion fields are first estimated. In order to tackle with the occlusion effects we use the information of the temporal boundaries obtained with our time coherent segmentation algorithm. Intuitively, a given pixel \((x,y,t)\) at \(t=0\) is forward projected if it is not in a dying spatio-temporal region. Similarly, a given pixel \((x,y,t)\) at \(t=1\) is backward projected if it is not in a spatio-temporal region that has birth there. Let us now go into the details of the algorithm.

The frame interpolation algorithm starts by marking all pixels to be interpolated as holes. Then two stages are performed: in the first stage a forward projection is done; in the second a backward projection is performed to (partially) fill in the holes that the first stage may have left.

For the first stage we use the forward optical flow \((u,v)\) from \(t=0\) to \(t=1\). Let \(f(t=0)\) be the set of pixels of frame \(t=0\) which do not belong to tubes that end at time \(t=0\). This information is contained
in the data structure that we developed for the spatio-temporal segmentation.

Let us describe the forward projection step. It is based on the idea of splatting described in (Herbst et al., 2009).

For a given pixel \((x, y, t) = 0\), let \(p_b = (x, y) + \delta (u, v)\) be the forward projected point of the pixel. Note that \(p_b\) may be a non-integer point. Let \(p_{b0} = \lfloor p_b \rfloor\) be the pixel whose coordinates are given by the integer parts of the coordinates of \(p_b\), and let \(p_{ab} = p_{b0} + (a, b)\) for \((a, b) = (0, 1), (1, 0), (1, 1)\), the four points bounding the square containing \(p_b\). We assign the flow \((u, v)\) to each pixel \(p_{ab}\) and compute its forward and backward projections: let them be \(p_{b0}^f = p_{b0}^f - \delta (u, v)\) and \(p_{ab}^f = p_{ab}^f + (1 - \delta)(u, v)\). The values \(I_0(p_{b0}^f)\) and \(I_1(p_{ab}^f)\) are computed using bilinear interpolation.

The pixel \((x, y, t) = 0\) is forward interpolated if pixel \((x, y, t)\) belongs to \(\mathcal{I} (t = 0)\) or if

\[
|I_0(p_{b0}^f) - I_1(p_{ab}^f)| \leq \tau,
\]

where \(\tau > 0\) is a pre-specified tolerance value (in our experiments, we take the value \(\tau = 10\)). If the previous conditions are not hold, then we do not forward interpolate.

2.4 Filling the Holes

Holes appear inevitably due to occlusions, disocclusions, or during the interpolation process due to the expansive or contractive character of the flow. Some disocclusions may generate ending tubes at time \(t\) (which should not be images of the backward flow). Thus, we do not project those pixels forward for interpolation. Disocclusions are not images (and some of them may be starting tubes) of the forward flow and may also generate holes. To fill-in the remaining holes we use an inpainting strategy. Each pixel in a hole of \(I_b\) is filled in by an exemplar based interpolation as in (Arias et al., 2011) (see also (Criminisi et al., 2004)). To fill a pixel in frame \(t\) we search for patches in the previous and next frames. To reduce the searching area we search in regions of frame \(t\) (resp. \(t + 1\)) determined by the optical flows of pixels bounding the hole. The search of best patches can be accelerated using the Patch-Match algorithm (Barnes et al., 2009).

3 EXPERIMENTS

Let us display some experiments. Figure 3 shows the interpolation between two different frames of the sequence MiniCooper, available at http://vision.middlebury.edu/flow/data/ . The person is closing the door at the back of the car. The maximum displacement is 17.28. From left to right and top to bottom, the first and last images belong to the original sequence. The four intermediate frames have been interpolated. In Figure 4 we show the holes generated by the interpolation process. The left image shows the holes after forward interpolation, the right image shows the remaining ones after backward in-
interpolation. Those are the ones that are filled-in by inpainting. In Middlebury an intermediate frame is given for comparison. It corresponds to the fourth image in Figure 3. The RMSE is in this case 4.2440.

Figure 5 shows the interpolation between two different frames of the sequence Foreman. The person is opening the mouth and some regions are disoccluded. The maximum displacement is 9.8331. From left to right and top to bottom, the first and last images belong to the original sequence. The four intermediate frames have been interpolated. In Figure 6 we show the holes generated by the interpolation process. The left image shows the holes after forward interpolation, the right image shows the remaining ones after backward interpolation which we filled-in by inpainting.

Figure 7 shows the interpolation of four frames from a sequence where a placard is being disoccluded. Figure 8 shows the interpolation of an intermediate frame in the sequence Urban taken from Middlebury. The camera moves right and there are occlusions between buildings. The experiments displayed here can be found in http://www.dtic.upf.edu/~cballester/demos/scm.

In our experiments the computation time per frame is around: 5 sec for optical flow computation, 0.55 sec for the intermediate frame interpolation and 1 min for the inpainting algorithm.

4 CONCLUSIONS

We have proposed an interpolation method to produce a sequence of plausible intermediate frames between two input images. The method is based on the exploitation of the optical flow and the handling of occlusions by means of a time coherent video segmentation which produces a set of spatio-temporal regions. Occlusions and dis-occlusions are identified as the temporal boundaries where a region ends or starts, respectively. With this we avoid the forward propagation of occluded regions. After forward propagation of continuing regions, holes appear and we use the backward flow to propagate information not belonging to starting regions from next frame. The few remaining holes are filled-in by inpainting. The method permits to avoid artifacts in occluding and disoccluding regions. The method is sensitive to the quality of the optical flow and requires flows of high quality.
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