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Abstract: Understanding images in terms of hierarchical and logical structures is crucial for many semantic tasks, including image retrieval, scene understanding and robot vision. This paper combines compositional hierarchies, qualitative spatial relations, relational instance-based learning and robust feature extraction in one framework. For each layer in the hierarchy, substructures in the images are detected, classified and then employed one layer up the hierarchy to obtain higher-level semantic structures, by making use of qualitative spatial relations. The approach is applied to street view images. We employ a four-layer hierarchy in which subsequently corners, windows and doors, and individual houses are detected.

1 INTRODUCTION

Interpreting visual scenes is a hard task. The field of computer vision has developed many techniques over the past decades for segmentation, classification, recognition and retrieval of images, objects and scenes, e.g., (Li et al., 2009; Sudderth et al., 2008). Many of these techniques use a plethora of local low-to-medium-level features such as geometric primitives, patches, point clouds and invariant features (Tuytelaars and Mikolajczyk, 2007). However, for high-level tasks such features may not suffice. It is more intuitive to understand and describe visual scenes in terms of hierarchical structural or graph-like representations, which express the natural composition of scenes into objects, parts of objects and lower-level substructures (Pinz et al., 2009). Man-made scenes exhibit considerable structure that can be captured using qualitative spatial relations. For example, a typical house consists of aligned elements such as: a roof, some windows, one or more doors and possibly a chimney. A hierarchical aspect is that windows and chimneys themselves are composed of particular configurations of local features (e.g., corners with a certain appearance arranged in a rectangular-like way and ‘brick’-like patterns of a certain shape, respectively). Our view on image representation builds on very early ideas that hierarchical structure and relational constraints are key components of an image understanding system (Hanson and Riseman, 1978). Since then both (relational) machine learning and low-to-medium-level vision as separate research fields have progressed tremendously, and currently novel, modern combinations can be constructed along these lines.

In this paper we start from the idea that visual scenes are best described using high-level representational devices such as graphs and more generally using logical languages (De Raedt, 2008). The advantage of these rich symbolic representations is that they can, for example, make abstractions of exact locations using spatial relations between scene components and generalize over similar situations, independent of the metric details. We describe a novel, model-free relational distance-based technique for hierarchical image understanding. It considers the structural aspect of a scene and is based on recent developments in relational learning. Instead of using a formal model of the distribution of scenes (e.g., in the form of a grammar), we start from a set of annotated examples of objects in the scene. Yet, our framework preserves desired properties of grammars, that is, it employs structured input features and outputs a structured explanation of the image at each layer in the hierarchy. The base layer relies on local feature descriptors. A subsequent layer consists of objects and higher levels consist of configurations of objects. Spatial logical representations are used to generalize over configurations with different number of components. We explicitly focus on the recognition of known substructures in street view images (i.e., windows, doors and houses), although, our approach can be used for other domains as well.

Our main contribution is a new framework in which spatial configurations and relational distance functions are used throughout all levels of a hierarchy, in a unified way, to recognize known objects. Many
2 RELATED WORK

Several papers have applied computer vision techniques to house façade domains. In (Hartz and Neumann, 2007; Hartz, 2009) structure models of meaningful façade concepts are learned from examples. In (Zhao et al., 2010) the authors tackle the house delination problem by generating vertical separating lines on the façade and using a dissimilarity measure between these features. Finally (Müller et al., 2007; Koutsourakis et al., 2009) assume to have the structure of a building façade and then estimate the parameters of the model. Different from these, our work uses distances between logical interpretations to detect known structures in an instance-based fashion.

In other domains, i.e., document analysis, distance-based techniques have been used in a relational setting (Esposito et al., 1992), yet they do not address the intrinsically noisy nature of vision-based interpretation of images of houses. In fact, most papers that do address such problems use a model-based approach and perform interpretation through image grammars (Hartz and Neumann, 2007; Lippow et al., 2008; Felzenszwalb et al., 2010). These have been well-studied in the literature (Zhu and Mumford, 2006), but need considerably more bias (or learning procedures) to supply (or learn) the grammar rules. This in contrast to our model-free approach, which is based on comparison to annotated examples. The use of rich logical formalisms in non-grammar approaches by the state-of-the-art in computer vision is limited (Szeliski, 2010). Closely related are graph matching and graph kernel-based techniques for image understanding (Caetano et al., 2009; Harchaoui and Bach, 2007). However, different from these, our framework builds on recent general results on distance metrics for logical interpretations (De Raedt and Ramon, 2009). In this sense, we approach a current interest in using relational learning techniques for complex vision tasks (Petrout, 2008). Other relevant work includes approaches based on relational object models (Bar-Hillel and Weinghall, 2008) or probabilistic relational learning (Dubba et al., 2010).

3 HIERARCHICAL IMAGE UNDERSTANDING

In our hierarchical framework an image \( Z \) is described at several layers \( 0, \ldots, k \) in the hierarchy, with 0 the base layer and \( k \) the top layer (Figure 1). At each layer, the description consists of a set of classified regions of interest (or parts) \( C_i \) as well as the spatial relationships among them. The classes denote the concepts the parts belong to. The task then consists of using the description of an image at level \( i \) to obtain and classify the parts \( C_{i+1} \) at the next higher level \( i+1 \) in the hierarchy. We call this the delination task. We assume that annotated images at all layers are available as training data.

![Figure 1: A typical hierarchy with \( k+1 \) layers. A layer \( i \) is a set of classified entities (empty circles) arranged in spatial configurations. Each configuration generates a classified entity at the next higher-level \( i+1 \) in the hierarchy.](image-url)
In our case, the base layer consists of the image itself, while the parts are pixels. In the primitive layer the parts are local patterns, e.g., a corner. The object layer is then built from spatial configurations of such local patterns, forming regions of interest belonging to concepts such as door and window. These are then used at the next level to find higher-level regions of interest representing houses. We stop at the scene layer which groups houses into streets. Each layer consists of parts and the classes they belong to, and it is formed by making use of spatial configurations of parts from the previous lower-level layer. This hierarchical image understanding framework propagates the detected parts in a bottom up manner through each layer. Information flow is similar at all levels; first, the parts $C_{i-1}$ of the previous layer are detected; then current-level parts are generated using configurations of $C_{i-1}$ and finally the best ones $C_i$ are kept to be further employed at the next layer.

### 4 REPRESENTATION AND FUNCTION OF ONE LAYER

Let us describe in more detail how to represent an image $Z$ at one layer in the hierarchy. We assume knowledge about the identity of the layer and access to automatically detected and extracted regions of interest in the image at this layer, together with their descriptors. Based on these assumptions we define a language consisting of visual entities, spatial relations between visual entities, composite entities and membership relations between a visual entity and a composite entity. The language can differ from one level to another, depending on the characteristics of the parts (or entities) at each layer.

A visual entity $(\text{vent}(\text{id}, \text{attr}_1, \ldots))$ represents an entity of the image at the current layer $i$, e.g., a corner or a window with $\text{id}$ as its unique object identifier. Attributes of a visual entity are its position, i.e., the coordinates of the visual entity bounding box, and a class or concept label. Spatial relations impose a structure on visual entities (e.g., spatial neighborhood) and are defined using a logical background theory (a set of Prolog rules as in relational learning).

As an example consider the spatial relation $\text{cRight}(\text{id}_1, \text{id}_2, \text{dist})$ (close aligned horizontally to the right) with an attribute for the Euclidean distance $\text{dist}$ between two visual entities $\text{id}_1$ and $\text{id}_2$. A composite entity $(\text{cent}(\text{ic}_1, \text{attr}_1, \ldots))$ is a candidate visual entity at the next level $i+1$; it consists of a set of visual entities at level $i$ and the relations that hold among them; thus it implicitly groups a set of visual entities into a composite entity, using the part-of-relationship. Thus, composite and visual entities are linked through membership relations partof($i, \text{id}$). All visual entities, composite entities, spatial and membership relations for image $Z$ at one layer are denoted $V_Z$, $C_Z$, $S_Z$, and $M_Z$, respectively. We define a visual interpretation $I_Z$ of an image $Z$ as their union. For any composite entity $c$ we denote $V_c$ as the set of visual entities grouped by $c$, $S_c$ as the set of spatial relations representing the projection of $S_Z$ on $V_c$ and $M_c$ as the set of membership relationships between the elements of $V_c$ and $c$ itself. We further denote $I_c$ as the subset of $I_Z$ that contains the visual entities $V_c$, their spatial relations $S_c$ grouped by $c$, corresponding membership relations $M_c$ and $c$ itself. $V_S$, finally consists of $V_c$ and $S_c$ in $I_c$, while $V_S$ is determined by $V_c$ and $S_c$ in $I_Z$. An example of a visual interpretation at the house layer for Figure 2(a) is given in Figure 2(c). Some elements of $C_Z$ capture the inherent structure of the concept house; the rest belong to the category none.

It is convenient to visualize interpretations as graphs in which the entities correspond to vertices and the relations to directed (labeled) edges. A composite entity then denotes the subgraph $V_{S_c}$. The task is to construct the set of relevant composite entities $C$ such that the visual entities for level $i+1$ can be obtained. This is a combinatorial problem as potentially all subgraphs in $V_{S_c}$ are candidates. The generation of meaningful new entities is also a novel task in the relational learning context. It can be seen as a dual to predicate invention (Muggleton and Buntine, 1988). There the goal is to determine new and useful predicates. Here the task is to invent new entities. In a probabilistic context, it is related to existence uncertainty, a term coined in the literature on probabilistic relational models (Getoor et al., 2000).

Our goal is to recognize known visual structures in a new image. We approach it in two main steps: classification and selection. In the classification step, for each of the candidate visual entities in $C$, we need to determine the concept they belong to (if any). This can be cast into a concept-learning problem. For each target class (such as house, window and door) we have examples in our training set. Consider, for instance, the concept of a house. In Figure 2(b) the composite entity $ic_1$ forms a positive example, while $ic_2$ is a negative example. For each composite entity $c$ that forms a positive example of a concept, we use the visual interpretation $V_S$, as prototype. Such a prototype is shown as a graph in Figure 4 on the left, where it is matched with a part of another image interpretation. Its corresponding visual interpretation is presented in Figure 3. The composite entity classification task is solved using an instance based learning approach. We use a distance measure to find the best matches of can-
Using global optimization we find the step in which contextual constraints are taken.

Candidate composite entities with prototypes.

The entity classification step classifies each entity in $C$ in a local manner; that is, this step only takes into account the entity to be classified and the set of prototypes, but no context. This may give unintuitive results at the global level. For instance, it could be that two entities with a significant overlap are both classified as houses. Therefore, we also perform a selection step in which contextual constraints are taken into account. Using global optimization we find the best subset $C^*$ of the classified entities in $C$. From $C^*$ we then derive detections.

\[ V_Z = \{ \text{cent}(ic_3, house), \text{vent}(id_1, l_1, win), \text{vent}(id_2, l_2, win), \text{vent}(id_3, l_3, door), \text{vent}(id_6, l_6, win), \text{cRight}(id_1, id_2, d_1), \text{cAbove}(id_2, id_3, d_2), \text{cRight}(id_3, id_4, d_3), \text{cAbove}(id_2, id_4, d_4), \text{cRight}(id_6, id_3, d_5), \text{cAbove}(id_1, id_6, d_6), \text{partOf}(id_1, ic_1), \text{partOf}(id_2, ic_1), \text{partOf}(id_3, ic_1), \text{partOf}(id_4, ic_1), \text{partOf}(id_5, ic_1), \text{partOf}(id_6, ic_1) \} \]

Figure 3: An example of an instance in the house facade domain at the house layer. The target attribute is the category of the composite entity, i.e., house in this case.

5 LAYER-WISE SEMANTIC SEGMENTATION

Next, we explain how composite generation, classification and selection functions work and fit together to obtain the delineation at one layer in the hierarchy. Intuitively, given an image $Z$ we detect known structures by trying to best embed prototypes in $Z$. To this end, we first generate composite entities, we then classify and select them, and finally we obtain class detections (Algorithm 1).

1 Composite Entity Generation (GENERATE). We generate the set of relevant composite entities $C$ for an image $Z$ using a language bias, common in relational learning. As the number of all composite entities $C_Z$ is exponentially large in the size of $V_Z$, we impose an upper bound on the number of composite entities considered. The bound, calculated image-wise, is proportional to the size of $V_Z$, but not larger than a heuristically chosen maximum value. Each composite entity maps a local configuration of visual entities, induced by the close relation, which is thresholded on the image characteristics. To each of these subgraphs a composite entity $c$ is created and connected to all its visual entities using membership relations. The spatial relations are evaluated for pairs of visual entities, thereby forming locally connected subgraphs. The result is the subset $C$ of candidate composite entities.

The candidate generation is done recursively for every image. It starts with a less strict threshold on the close relation and it decreases the threshold at each iteration until the constraint on the upper bound of the size of $C$ is met. To find the best delineation in case
of noisy information, composite entities representing a small number of visual entities are also needed. For example, if the image contains some parts of a (hypothetical) house, they can be regarded as configurations on their own (e.g. the partial house in Figure 2(b)).

11 Composite Entity Classification (CLASSIFY). At all layers, except the primitive, a k-nearest-neighbor approach based on a distance measure between two composite entities is used for composite entity classification. Each composite entity is represented by its corresponding visual interpretation $I$. A matching between any two interpretations $I_1$ and $I_2$ is a mapping such that each entity in $I_1$ is mapped to at most one entity in $I_2$. In terms of the graph representation, this corresponds to mapping the vertices from $I_1$ to those of $I_2$ (Figure 4). The mapping induces a distance function $d(I_1, I_2)$ which has two components. One characterizes the structure similarity, the other the appearance. Our choice is justified by the fact that both aspects can have impact on the matching score.

II-A Classification: Structure. To evaluate how well two logical interpretations match structurally, we must calculate their generalization (common part). We employ a recent result of (De Raedt and Ramon, 2009) on metrics. It targets the minimally general generalizations of two interpretations, but applies to different types of objects, including graphs.

We choose the object identity (OI)-subsumption ordering (Ferilli et al., 2003), which, for graphs, corresponds to subgraph isomorphism. The minimally general generalization (mgg) then is the maximal common subgraph. This means that vertices in the subgraph can be mapped to at most one vertex in the supergraph, imposing an exact structure matching, and thus the mgg is not necessarily unique (De Raedt, 2008). Example 1 illustrates the mgg under OI-subsumption.

Example 1. Let $I_1 = \{\text{cRight}(o_1, o_2, 2)\}$ and $I_2 = \{\text{cRight}(o_3, o_4, 2), \text{cRight}(o_5, o_4, 2)\}$. Under OI-subsumption there are two possible mggs: $\text{mgg}^0_{\text{OI}}(I_1, I_2) = \{\text{cRight}(x_1, x_2, 2)\}$ with $\theta_1^0 = \{x_1 / o_1, x_2 / o_2\}, \theta_2^0 = \{x_1 / o_3, x_2 / o_4\}$, $\text{mgg}^0_{\text{OI}}(I_1, I_2) = \{\text{cRight}(x_1, x_2, 2)\}$ with $\theta_1^0 = \{x_1 / o_1, x_2 / o_2\}, \theta_2^0 = \{x_1 / o_5, x_2 / o_4\}$.

Consequently, the mgg for two interpretations $I_1$ and $I_2$ results in the set $\text{mgg}_{\text{all}} = \{\text{mgg}(I_1, I_2)\}$. Using one mgg from the set, the distance between two interpretations $I_1$ and $I_2$ is equivalent to:

$$d_{I_1, I_2} = |I_1| + |I_2| - 2|\text{mgg}(I_1, I_2)|$$

where $|\cdot|$ is the number of the vertices in the interpretation. From this, it is straightforward to derive a normalized structural distance $d_{\text{struct}}(I_1, I_2)$. Similar distance measures are defined in (Nienhuys-Cheng, 1997; Horváth et al., 2001; Kirsten et al., 2000).
II-B Classification: Appearance. In addition to structural similarities, properties of entities (e.g., color) are important. If \( mgg \) represents the maximal common structure between two interpretations \( I_1 \) and \( I_2 \), then \( mgg \theta_1 \) and \( mgg \theta_2 \) are specialized maximal common parts of \( mgg \) that correspond to \( I_1 \) and \( I_2 \), respectively. The substitutions \( \theta_1 \) and \( \theta_2 \) specify the mapping between different entities. Indeed, if \( V/e_1 \in \theta_1 \) and \( V/e_2 \in \theta_2 \) then \( e_1 \) is mapped onto \( e_2 \). We can now define a normalized appearance distance between the two interpretations \( I_1 \) and \( I_2 \) as:

\[
d_{ma}(I_1, I_2) = \frac{1}{|mgg|} \sum_{a \in mgg} d_0(a \theta_1, a \theta_2),
\]

where \( a \) is an atom in \( mgg \). Since \( mgg \) gives the common structure of the two interpretations, in order to compute \( d_{ma}(I_1, I_2) \) we start from \( mgg \) and specialize each atom \( a \in mgg \), such that \( a \theta_1 \) and \( a \theta_2 \) are ground atoms with the same predicate symbol \( a \).

Let \( S \) denote the set of all symbols, then the distance \( d_0 : S \times S \to [0,1] \) is a normalized distance measure defined for our particular application in the following way. Let \( t_i, s_i \) be attributes, then:

\[
d_0(a(t_1, ..., t_n), a(s_1, ..., s_n)) = \frac{1}{n} \sum_{i=1}^{n} d_0(t_i, s_i) \tag{2}
\]

For discrete attributes we employ the hamming distance \( d_0(t_1, t_2) \) if \( t_1 = t_2 \), otherwise 0. For numerical attributes in the range \([\min, \max]\):

\[
d_0(t_1, t_2) = \frac{\text{abs}(t_1 - t_2)}{\max - \min} \tag{3}
\]

The structural and appearance-based aspects of the distance measure are combined into a single measure using a (normalized) weighted average:

\[
d_{ma}(I_1, I_2) = w_s \times d_{ma}(I_1, I_2) + w_a \times d_{ma}(I_1, I_2), \tag{4}
\]

where \( w_s + w_a = 1 \). These weights can be supplied or learned. Because the \( mgg \) of interpretations \( I_1 \) and \( I_2 \) is not unique, the global normalized distance between \( I_1 \) and \( I_2 \) finally is:

\[
d(I_1, I_2) = \min_{m \in \text{mga}} d_{ma}(I_1, I_2). \tag{5}
\]

Next, we employ a k-nearest neighbor classifier (kNN in function CLASSIFY). Given the set of composite entities \( C \) and the set of prototypes \( \xi \), the algorithm evaluates the quality of each composite entity by computing the distance to the prototypes and classifies it based on the majority vote of its neighbors. The algorithm returns the set \( C_{\text{eval}} \) of 3-tuples \((y, d_c, c)\), where \( y \) is the class of \( c \in C \) and \( d_c \) is the mean distance from \( c \) to the elements of the subset \( \xi^c \subseteq \xi \) describing only concepts of class \( y \).

III Composite Entity Selection (SELECT). In the function SELECT we first rank the set of composite entities of interest \( C \) according to their distances to the nearest prototypes in \( \xi \), and use a threshold on the number of candidates to select the best set \( C^\ast \). This step is optional, but recommended as a large space of composite entities \( C \) is usually generated. From this reduced set, we then want to select those that together explain best (most of) the visual features at that layer. To this end, we formulate the composite entity selection problem as a maximum weighted independence set problem.

Let \( G = (V, E, W) \) be an undirected graph, where \( V, E \) and \( W \) are the set of vertices and edges and a vertex weighting function, respectively. An independent set is a set \( S \subseteq V \) such that \( \forall e \in E \) the two end vertices of \( e \) do not belong to \( S \) simultaneously. A maximum weighted independence set problem (WISP) is formulated as follows: given an input graph \( G = (V, E, W) \), find the independent set \( S \) of vertices in \( V \) such that the value \( W(S) \) is subject to maximization. In order to convert our problem to a WISP problem we have to find the correspondence to the input graph \( G = (V, E, W) \) and the independence set \( S \). In our case:

- \( V \) becomes the set of composite entities \( C^\ast \).
- we use the set of edges \( E \) to model constraints between composite entities, that is the solution must contain only composite entities that do not share any visual entities. This constraint is considered through the independence property itself by inserting an edge between any two \( C \) which share at least one visual entity:

\[
E = \{e(c_1, c_2)|c_1, c_2 \in C^\ast, V(c_1) \cap V(c_2) \neq \emptyset\}
\]

- the vertex weighting function \( W : V \to N \) is

\[
W_c = \sigma(1 - d_c(c, \xi^c)), \forall c \in C^\ast
\]

where \( \sigma \) is a function which proportionally amplifies higher scores to ensure the selection of best scored composite entities. The function that we want to maximize is then \( W(S) = \sum_{c \in S} W_c \), where \( S \) is one independence set solution.

The solution to the WISP problem is given by the function OPTIMIZE. This is known to be a NP-hard optimization problem and both exact and approximation algorithms exist (Busygin, 2006). For the exact case we use a branch-and-bound algorithm for the maximum clique problem, which is computationally equivalent to the maximum independent set problem computed on the complement graph (see Östergård, 2002 for more details). We therefore replace our OPTIMIZE function with the Cliquer optimizer\(^1\). For the

---

\(^1\)Available at http://users.tkk.fi/pat/cliquer.html.
approximation case we use the algorithm for the maximum weight clique problem proposed in (Busygin, 2006). We employ the QUALEX-MS optimizer\footnote{Available at http://www.stasbusygin.org.} instead of our OPTIMIZE function. Other approximation methods are also known to work in polynomial time (Lozin and Milanic, 2010). However these are adequate for particular (i.e., planar) graphs, while our selection problem deals with general graphs. If the size of $C^*$ is in a certain range we use the exact optimizer, otherwise the approximate one. This gives acceptable results in practice.

The algorithm follows the same principle for all layers of the hierarchy. However there are differences at each layer with respect to i) the interpretations generated (both size and structure) and therefore the composite entities and ii) the distance function which is tuned for each layer.

IV (POST PROCESSING). We employ two steps. 

IV-A Bounding Box Prediction. The end goal of our framework is to predict the bounding boxes of detected objects. We use the subgraph $\mathcal{V}_c \times \mathcal{E}_c$ of the composite entity to predict a bounding box for the object $c$. This is implemented by mapping the bounding boxes of the visual entities in $\mathcal{V}_c$ (i.e., vectors of 2D locations) to the corners of the object bounding box.

IV-B Non-Maximum Suppression (NMS). Either the KNN classifier or the selection step may give multiple spatially overlapping detections for each instance of an object. The selection step ensures that detections do not share any visual entities, however their bounding boxes can still overlap. We use a greedy procedure for eliminating repeated detections via non-maximum suppression. After applying the bounding box prediction described above we have a set of detections for an object category in an image. Each detection is defined by a bounding box and a score. We sort the detections by score, and greedily select the ones with highest score, while suppressing detections with bounding boxes that are more than some percentage (which varies depending on the setting) covered by a bounding box of a previously selected detection. A similar NMS step is taken in (Felzenszwalb et al., 2010).

6 APPLICATION AND EXPERIMENTAL EVALUATION

Dataset and Application

We first describe the application of our method to 2D street view images (Figure 5). These commonly display a rich structure (and variety), yet are often quite consistent in terms of structure in a row of houses. We have annotated\footnote{Using the LABELME toolbox (Russell et al., 2008).} 60 images of rows of house facades from different countries. A number of 20 images were collected by ourselves, the rest from Google Street View. All images show near-frontal views of the houses and no further rectification was performed. Each image has a resolution of 600x800 pixels. On these images, windows, doors and houses were manually annotated. We use the close to the right ($c_{\text{Right}}$), close above ($c_{\text{Above}}$) and touch to the right ($t_{\text{Right}}$) spatial relations as illustrated in Example 2. An Euclidian distance threshold is used for the close relation defined relatively to the size of the objects. The background knowledge can easily be extended with new relations, to enable even richer relational representations of visual data.

Example 2. The background knowledge for the spatial relation $c_{\text{Right}}$: $\text{closeto}(A, B, \text{Dist}) \leftarrow \text{bb}(A, BB_1), \text{bb}(B, BB_2), A \neq B, \text{distance}(BB_1, BB_2, \text{Dist}) < \text{threshold}$.

$\text{cRight}(A, B, \text{Dist}) \leftarrow \text{bb}(A, BB_1), \text{bb}(B, BB_2)$.

$\text{right}(BB_1, BB_2)$, $\text{closeto}(A, B, \text{Dist})$.

where $\text{bb}$ is the bounding box of a visual entity.

We make use of three layers in a four-level hierarchy: primitive, object and house layers (Figure 6).

Primitive Layer. This layer takes as input image pixels and groups them in corner-like features with local descriptors. We employ the KAS feature detector (Ferrari et al., 2008) to detect interest points formed by chains of $k$ connected, roughly straight contour segments. We use $k = 2$ to detect corner-like shapes and solve the classification problem by attaching a category label from the set $Y = \{c_{\text{Type00}}, c_{\text{Type01}}, c_{\text{Type10}}, c_{\text{Type11}}\}$ to each corner-like candidate. These labels represent top-right, top-left, bottom-right and bottom-left corners and are established based on the orientation of the segments composing the 2AS feature. The selection is done in two steps. Firstly, we only keep square-like corners with an angle $(90 - \delta)^\circ < \alpha < (90 + \delta)^\circ$. Secondly, we describe the selected 2AS features with HOG descriptors (Dalal and Triggs, 2005) and
train a binary classifier on these descriptors to discard irrelevant corner features found on other structures than buildings (e.g., vegetation or cars). Object layer annotations represent training data for this step. **Object Layer.** Visual entities at this level are sparse detected corner features. Each corner has a local HOG descriptor\(^4\) as an attribute on which an appearance-based distance component can be computed. We solve this by using first a trained classifier to map the attribute to either a window or door label, and then computing a discrete distance between these labels. An additional attribute is the corner type (e.g., cType00). Based on our spatial theory, attributes representing the Euclidean distance between bounding boxes of spatially related entities, contribute also to the appearance-based distance. Composite entities represent possible doors or windows and are defined by subgraphs consisting of 3 up to 4 visual entities.

**House Layer.** Visual entities here are doors and windows found at the object layer, and composite entities represent possible houses. Again we employ our spatial theory to find potential composite entities, and derive attributes for the spatial relations between visual entities. Attributes of visual entities at this layer are the labels door and window. Composite entities are defined by subgraphs consisting of 2 up to 6 visual entities, estimated from the training data.

**Experimental Evaluation**

The experiments were performed in two different phases. In a first phase, we performed experiments at single layers independently. More precisely, we used as input for the learning task at one single layer the annotated (or segmented, for the object layer) training data at that layer and then employed our method to compute the output. In this way, it is possible to get an appreciation of how difficult the learning problem is and what are the limitations of the data at each layer. In a second phase, we performed experiments in the full hierarchical setting, that is, the inputs are image pixels and the outputs are at the house layer. This allows us to estimate how good the hierarchical approach works.

Because we deal with a detection problem we adopt the evaluation measures used in information retrieval.\(^5\) We measure performance in terms of the number of true and false detections in a test dataset. In our setting the positives are all the composite entities selected via the selection function. We evaluate the performance using the overlap measure, which is also the PASCAL VOC (Everingham et al., 2008) criterion. We compare the bounding box \(BB_d\) corresponding to the detected concept to the ground-truth bounding box \(BB_t\) in manually annotated data. If \(\text{area}(BB_d \cap BB_t) / \text{area}(BB_d \cup BB_t) > 0.5\), then \(BB_d\) is a true positive (TP), otherwise it is a false positive (FP). The precision \(P\) is TP divided by the total number of predicted components. The recall \(R\) is TP divided by the number of ground-truth components in the test set. The \(F1\) score is a measure of accuracy and is the harmonic mean of precision and recall.

The problem of detection is often posed as a classification task, namely distinguishing in the image the class of interest with some score. Such a classifier can be turned into a detector by sliding it across the image and thresholding the scores of the hypothesis to obtain a precision-recall curve. Differently, our formulation builds on top of a kNN classifier by selecting interesting (already scored) candidates which together find the best semantic segmentation of the image. Since they are together part of the solution, they are all predicted positive instances (except the spatially overlapping ones solved by the final NMS step). As a result, there is no obvious threshold that can be varied to trade-off precision vs. recall and instead of a precision-recall curve, the performance is measured as a precision-recall point. Since we are interested to measure the impact of structure on our detection problem, we vary the parameter \(w_s\) of our model and show its influence on precision and recall values.

We have as parameters \(k\) (in the kNN) and the relative weights \(w_s\) and \(w_d\) (structure vs. appearance for classification). We experiment with different values of \(k\) to evaluate the influence of the structure parameter \(w_s\) on precision/recall values.\(^5\)

**Results**

We have tested different values of \(w_s\) at single layers independently and with the full hierarchy.

**Experiment 1. Single Layer Segmentation – Houses.** At the house layer, we first test our approach directly on the ground-truth annotations of the underlying layer, that is, objects such as windows and doors. We vary \(w_s\) from 0 to 1 to plot recall and precision in Figure 7. We stress that \(w_s\) is not a threshold to trade precision for recall, but we use it to show the influence of using structure on the performance. We observe that if \(k\) is large enough (\(k \geq 30\)), the increase of the amount of structure increases precision/recall values. Indeed, in our setup the use of structure is essential to obtain good results. We notice that the approach is not very sensitive to a precise value of \(w_s\).

\(^4\)A variation of the HOG descriptor with 16 orientation bins instead of 9 showed improved results. We used a window size of 128x128 pixels and a block size of 8x8 cells.

\(^5\)We choose \(w_s\) as the free parameter; \(w_d = 1 - w_s\).
when \( w_s > 0.1 \). For \( k = 60 \) we obtain optimal values \( R = 0.86, P = 0.83 \); for \( k = 90 \), \( R = 0.91 \) and \( P = 0.9 \); for \( k = \text{all} \), \( R = 0.88 \) and \( P = 0.85 \). They are all obtained when \( w_s = 0.4 \) and we observe that the appearance component \( w_a = 0.6 \) has also influence on obtaining optimal values of precision and recall. We also note that, due to the selection procedure, precision and recall are highly coupled. For small values of \( k \) recall and precision are much lower for any \( w_s \). Given the structural variability at the house layer, a comparison with enough prototypes is needed.

**Experiment 2. Single Layer Segmentation – Objects.** At the object layer the experiments are performed directly with available detected KAS from the primitive layer (not with annotations). They show that the variation of the structure still has an influence, though it is more limited. This can be explained by the fact that windows and doors have mostly the same structure. However, at the object layer the structure still has an indirect influence, as it is needed for computing appearance-based aspects. We ran experiments with different values for \( k \) and \( w_s \). The results are shown in Figures 8 and 9 for classes door and window, respectively. The maximal values \( R = 0.42, P = 0.47 \) for class door and \( R = 0.61, P = 0.55 \) for class window are obtained for parameters \( k = 50, w_s = 0.3, w_a = 0.7 \) and \( k = 50, w_s = 0.5, w_a = 0.5 \), respectively. However, results for \( k = 10, k = 75 \) and \( k = 150 \) are also close. A NMS step with 50% overlap was applied after the selection phase and before the evaluation.

**Experiment 3. Hierarchical Segmentation – Houses.** We evaluate detection results at the house layer using the full hierarchy. From the raw image we first detect the KAS primitives. These are then employed further as input to detect windows and doors. At this point there are 2 possible ways to proceed. We can select relevant windows and doors (via the described selection step) at the object layer and use this result as input for the house layer. However, this gives less good results (\( R = 0.32 \) and \( P = 0.5 \)), as a high enough recall is required from the object layer to obtain rich enough visual interpretations of images.

Alternatively, instead of the full selection step, we consider the top ranked composite entities. In this way, the full selection is replaced by a less selective mechanism, improving recall at the object layer. The selected candidates become visual entities at the house layer. This improves the results, as shown in Figure 10, to obtain for \( k = 90 \), \( R = 0.6 \) and \( P = 0.63 \), while for \( k = \text{all} \), \( R = 0.61 \) and \( P = 0.65 \). The optimal results are obtained when \( w_s = 0.4 \).

In all experiments we perform a 5-fold cross validation on the dataset with the same folds. The implementation combines code written in Prolog, Matlab and C. We are able to delineate houses and to separate
them from neighboring houses, even when attached. Some qualitative results are presented in Figure 12–

Figure 8: Object layer segmentation for class door. The influence of structure on precision/recall for different $k$.

Figure 9: Object layer segmentation for class window. The influence of structure on precision/recall for different $k$.

14. The higher we get in the hierarchy and therefore richer in the semantics, the more relevant the structural aspect becomes.

Comparison to Baselines. The goal of this work is not so much to compete with powerful detectors, often building on dense representations from the literature, but rather to evaluate how structure can be flexibly exploited in detection problems in general. We show that even when starting from relatively sparse and simple cues (Figure 6, primitive layer), detection and delineation of complex objects is feasible, thanks to the use of structure. Moreover, rather than just detecting bounding boxes of objects, our method returns a full semantic hierarchical interpretation of the scene, decomposing each object into its constituents parts. Nevertheless, for reference, we compare our method with several baseline detectors to assess the difficulty of the dataset.

Baseline 1. Objectness. As a first baseline, we use the object detector proposed in (Deselaers and Ferrari, 2010) and employ the objectness measure to quantify how likely it is for an image window (i.e., patch) to contain an object. The measure combines several image cues, such as: multi-scale saliency, color contrast, edge density and straddleness. Its main purpose is to predict, given an image, location priors in the form of image windows to boost class specific object detectors. The window sampling is done according to
the objectness distribution in the image. We use it here as a first baseline house detector. We run the detector with 100 window samples and then employ the PASCAL VOC (Everingham et al., 2008) overlapping criterion to establish the correct label of each sample (i.e., house or none).

**Baseline 2. Objectness + HOG.** As a second baseline we combine the objectness measure with a separate classifier trained for the class house on HOG feature descriptors (Dalal and Triggs, 2005). The objectness classifier is used as a prior distribution to sample relevant hypotheses in the image, while the HOG classifier is used to re-score them. We first sample 100 house candidates in each image and then employ the specialized classifier to improve the predictions.

**Baseline 3. Template Matching with Boosting.** As a third baseline we use the boosting approach in (Torralba et al., 2004) to train an ensemble of weak detectors for the class house. Each weak detector computes template matching with a localized patch in object centered coordinates. The features are obtained using a convolution mask tailored to the normalized correlation between the search patch and the template. Individual houses can be more effectively detected using a template matching approach than a texture-based one, since houses in the same row have the same texture and most street scenes greatly vary in texture across the dataset. In our experiments we use different numbers of weak classifiers (see Figure 11).

Table 1 shows the results for all baselines and our method. The F1 values showed are the maximum F1 scores over all precision-recall points in the precision-recall curves as in Figure 11. We also include results of the intermediary classification step to show the benefits of the selection function. Although the baseline detectors perform reasonably well for the house detection problem, none of these detectors incorporates a fine-grained decomposition of a house, in the form of structured output which explains the image in the same way as our framework. In addition, our method still outperforms the baselines although we start from sparse features and therefore, a less rich appearance-based component. We only use as features the corners estimated from 2AS and a HOG descriptor on its (reduced) neighborhood. This is opposed to the employed baselines which are optimized for dense cues and a richer appearance component.

To summarize, we show that our framework gives promising results for the difficult detection tasks at both individual levels and through the full hierarchy. A challenging aspect is the propagation of candidates up through the hierarchy. The recall of structures needed at a higher level can limit good performance at that layer. If the number of allowed candidates is high enough – which means that we do not just propagate the sole best solution, but a larger number of candidate solutions – we enable the higher layer to select from more candidates and achieve better performance. This balance between generating many candidates and propagating a suitable number of candidates must be determined by the domain at hand, and an interesting research question is how to computationally deal with this trade-off. Overall, our results clearly show the feasibility and effectiveness of our approach by combining relational knowledge representations with computational vision.

### Table 1: Hierarchical segmentation and comparison to baselines; house layer.

<table>
<thead>
<tr>
<th>Method</th>
<th>Recall</th>
<th>Precision</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Objectness</td>
<td>0.14</td>
<td>0.1</td>
<td>0.12</td>
</tr>
<tr>
<td>Objectness + HOG</td>
<td>0.23</td>
<td>0.11</td>
<td>0.14</td>
</tr>
<tr>
<td>Feature boosting (120)</td>
<td>0.57</td>
<td>0.48</td>
<td>0.52</td>
</tr>
<tr>
<td>kNN classifier</td>
<td>0.4</td>
<td>0.3</td>
<td>0.35</td>
</tr>
<tr>
<td>Our method</td>
<td>0.61</td>
<td>0.65</td>
<td>0.63</td>
</tr>
</tbody>
</table>

![Figure 11: Baseline precision-recall curves; class house.](chart)

**7 CONCLUSIONS AND FUTURE WORK**

We have presented a novel general framework for hierarchical image understanding, incorporating distance-based classifications, relational, spatial knowledge representation and robust visual feature recognition. The experiments show i) the interplay...
between structural and appearance-based aspects in the recognition task and ii) good detection results both at single layers and full hierarchy. This work explores a new relational scheme for solving computer vision tasks and we believe that there is still room for improvement. Three strong points of the approach are that i) we do not assume availability of a full model of the domain (e.g., a grammar) but only a set of annotated examples, which is more natural and easier to obtain, ii) the framework can easily be extended by adding relational/spatial background knowledge, or replacing the classifiers by other similarity functions or kernels and iii) the approach incorporates a fine-grained decomposition of a house in the form of structured output which explains the image, as opposed to existing detectors.

In future work, we will extend the framework and employ it for other recognition tasks (e.g., people detection), suitable online annotated data, as well as including denser cues as appearance features. We suspect that extending the distance computations with kernel-based learning for structured data (e.g., relational representations) will boost recognition performance. Another interesting direction is to provide more contextual knowledge in the recognition, for example to take higher-levels into account directly when classifying structures at lower levels as top-down feedback. A general goal is to explore the boundaries between robust computer vision, high-level knowledge representation and machine learning.
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