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Abstract: Amongst all the security issues that the internet world is facing, Distributed Denial of Service attack (DDoS) receives special mention. In a typical DDoS attack, an attacker runs a malicious code on compromised systems to generate enormous number of requests to a single web server. The flood of incoming requests makes the victim web server resources to wear out completely within a short period of time; thereby causing denial of service to the legitimate users. In this paper we propose a solution to trim down the impact of DDoS attacks by throttling the client’s CPU i.e., to make clients pay a stamp fee which is collected in terms of resource usage such as CPU cycles. Our proposed solution makes use of the discrete logarithm problem to generate the CPU stamps.

1 INTRODUCTION

Distributed Denial of Service (DDoS) attacks have been increasing in recent times. Application level DDoS attacks are the worst of such attacks and even companies such as Microsoft, Yahoo are not immune to them. In the present day web applications the client sends a request for a resource to a web server with just one click, but the latter has to process lots of data to respond to that request which is an order of higher magnitude. This computation difference favours the attacker to tie up the web server by flooding requests with group of compromised systems.

In this paper we propose a solution to trim down the impact of DDoS attacks by throttling the client’s CPU i.e., to make client pay a stamp fee which is collected in terms of resource usage such as CPU cycles. Our proposed solution makes use of the Discrete Logarithm Problem (DLP) (Darrel. Hankerson and Vanstone, 2004) to generate the CPU stamps and re-compute the same on change of request, everytime. We propose to use DLP, as it is mathematically complex to solve this on current day non-quantum computers in polynomial time.

Rest of the paper is organized as follows. Section 2 presents related work. Working of the proposed solution is shown in Section 3. Section 4 will discuss about algorithms. Implementation results and comparison with integer factorization are shown in Section 5 and we conclude the paper in Section 6.

2 RELATED WORK

(Saraiah and et al, 2009) have proposed a solution to reduce the impact of a DDoS attacks on a web server by throttling the clients CPU using integer factorization to generate CPU stamps. The protocol flow of the proposed solution is as follows. A client sends a request to web server for a webpage. The server starts a session and retrieves primes from pre-computed primes based on the server time and the client IP address and sends the product integer along with a JavaScript. The client will commit its resources and factors the integer into its prime factors and sends to the server. The server will verify whether the product of prime factors sent by the client are equal to the original integer sent by the server and decides to processes or drop the request.

(Tuomas Aura and Leiwo, 2000) had showed how stateless authentication protocols and the client puzzles can be used to prevent DoS attacks that exhaust the server resources. The summary of the solution is as follows. Initially, server asks the client to solve a puzzle by committing its resources. Based on the commitment of the client in solving the puzzle, the server allocates the resources to the client.

(Wang and Reiter, 2003) proposed a puzzle mechanism called puzzle auction. In this, the auction lets each client determine the difficulty of the puzzle it solves and allocates server resources first to the client that solves the difficult puzzle when the server is busy.
3 PROPOSED SOLUTION

3.1 Definitions

In our solution we use the DLP, on which many cryptosystems are built. Before going into details, we present definitions to be used in our solution.

Let \( p \) be an odd prime, \( Z_p = \{0, 1, \ldots, p - 1\} \) a finite field, \( Z_p^* \) the set of integers which are relatively prime to \( p \) i.e., \( Z_p^* = \{a \in Z_p | \gcd(a, p) \neq 1\} \) \( \Rightarrow Z_p^* = \{1, \ldots, p - 1\} \). Let \( \alpha \) be a generator of \( Z_p^* \) i.e., \( Z_p^* = \{ \alpha^i \mod p, \alpha^i \mod p, \ldots, \alpha^i \mod p \} \) and \( \beta \) be a non zero integer in \( Z_p^* \) such that

\[
\beta \equiv \alpha^i \mod p \tag{1}
\]

The problem of finding \( x \) in equation (1) is called Discrete Logarithm Problem. It can be denoted as

\[
x = \log_{\alpha} \beta \tag{2}
\]

For example let \( p = 11, Z_7^* = \{1, 2, 3, 4, 5, 6, 7, 8, 9, 10\}, \alpha = 2 \) a generator. Given \( \beta = 9 \) in equation (1); \( 9 \equiv 2^3 \mod 11 \). By exhaustive search in Table 1 the value of \( x \) is 6. When \( p \) is small it is easy to find \( x \), but when \( p \) is large then table will be large and then it is hard to find \( x \). It is easy to find out \( \beta \) when \( \alpha, x, p \) are given but it is hard to find out \( x \) when \( \alpha, \beta, p \) are given.

<table>
<thead>
<tr>
<th>( x )</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \alpha^i \mod p )</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>8</td>
<td>5</td>
<td>10</td>
<td>9</td>
<td>7</td>
<td>3</td>
<td>6</td>
<td>1</td>
</tr>
</tbody>
</table>

3.1.1 Threshold Value

In Figure 1 dark horizontal line indicates the Threshold value, at which the server can handle maximum number of requests without straining its resources. And the curve below the Threshold value indicates normal flow of traffic and other curve denotes the abnormal flow of traffic. Our solution is invoked when number of requests arriving at the server are more than the Threshold value.

![Figure 1: Threshold Value.](image)

3.2 Proposed Solution

Notations. We make use of the following notations throughout this paper.

\( p \): An odd prime.

\( Z_p \): A finite field.

\( Z_p^* \): The set of integers which are relatively prime to \( p \) i.e., \( Z_p^* = \{1, \ldots, p - 1\} \).

\( \alpha \): A generator of \( Z_p^* \).

\( \beta \): An integer in finite field other than zero and one i.e., \( \{\beta \in Z_p | \beta \neq 0 \lor 1\} \)

\( pdigits \): Number of digits in prime \( p \)

\( x \): value computed using equation (2).

The flow of operations is as follows

1. Client sends a request to the web server for a resource.
2. Server starts a session and sends \((p, \alpha, \beta)\) values along with the JavaScript.
3. Client computes \( x \) and sends \((p, \alpha, \beta, x)\) values to the server.
4. The server verifies whether \((p, \alpha, \beta)\) values sent by the client are same as the values sent by the server to the client in step 2 and then verifies whether \( \beta \equiv \alpha^x \mod p \). If not equivalent server drops the request otherwise processes it.
3.2.1 Description of Solution

Based on the server load the server varies pdigits value from 2 to 8. In our solution, we pre-computed primes such that \((p − 1)/2\) is also a prime this is to overcome Pohlig-Hellman attack (Darrel, Hankerson and Vanstone, 2004). One generator for each field is pre-computed and stored. The values \((p, α)\) are retrieved from pre-computed primes and generators based on the server load and server time since last bootup. \(β\) is a random value between 2 to \((p − 1)\). The server sends \((p, α, β)\) values to the client and makes client to compute \(x\).

An attacker with a malicious client will not send \(x\) values to the server. Hence, all such requests are dropped by the server. Alternately a progressive attacker can modify his malicious client to read the JavaScript and to compute \(x\) values. In that case the client has to pay resources and consequently the attack rate drops down drastically. Moreover, if the attack deepens, the server increases pdigits which results in throttling of malicious clients.

3.2.2 Efficient Pre-computation of Generators

The standard algorithm to generate \(α\) is to pick a random \(g\) from \(Z_p\) and find if it is a generator. The algorithm is as follows

1. Picks a random number \(g\) between 1 and \(p\) to be a potential generator.
2. Checks to see if \(g^{(p-1)/2} \mod p = 1\). If yes go back to step 1.
3. Compute \(g^2 \mod p, g^3 \mod p, \ldots \) until either
   (a) The answer is 1 (go back to step 1)
   (b) The power is \((p-1)/2\) (we’ve found a generator)
4. Return the generator found in step 3.

This approach will lead to a pre-computation time of around 36 hours for the whole space of primes smaller than 8-digits.

We improvised this by making use of boolean array and not computing directly the step 2 of above algorithm as it is a costly operation (consumes more CPU cycles).

1. Take a boolean array \(isNotGenerator[]\) of size \(p\) and initialize to false and \(isNotGenerator[0] = true\)
2. Picks a random number \(g\) between 1 and \(p\) to be a potential generator.
3. If \(isNotGenerator[g] = true\) then \(g ← (g + 1) \mod p\).
4. \(answer ← g, count ← 2\)
5. Compute \(isNotGenerator[answer] = true;\)
   \(answer = (answer * g) \mod p;\) and increment \(count\) by 1 until either
   (a) The answer is 1 (go back to step 3)
   (b) The count \(= (p-1)/2\) (we’ve found a generator)
6. Return the generator found in step 5.

And were able to finish this computation in just 10 hours.

4 ALGORITHM

Before we discuss the algorithm, different scenarios in which the attacker actively fine tunes his malicious client to launch distributed attack on the web server and the countermeasures to overcome these attacks are presented.

Scenario 1. In this scenario when the attacker observes that server is sending same \((p, α, β)\) values for all the requests. He computes \(x\) once and appends this value to every request to perform a replay attack. Suppose, if the attacker observes that server is sending same \(p, α\) and different \(β\) for all the requests. He computes the exponent table (which is used for exhaustive search like Table 1) once and then searches to find \(x\) and as a result avoids expensive computation. To counter these two kinds of attack we will generate \(p\) dynamically based on the server time (difference of server current time and the server last boot up time in milliseconds) and this difference is sufficiently random as varies for every millisecond. So the prime value generated will be unique for each request.

Scenario 2. The Table 2 shows the total number of primes (NP) in each digit whose \((p-1)/2\) is also a prime from 2 to 8. Suppose, if all these pre-computed primes are saved in an array in a sequential manner then the attacker might try to guess the value of \(p\) from its previous values. This prediction can be done if he maintains pre-computed primes and uses the same algorithm that we use to generate \(p\), as the \(servertime\) varies by 1 for every millisecond, so he can retrieve nearest primes from the pre-computed primes and guessing attack can be done. To overcome this prediction and to optimize the storage space, a random combination of primes and its corresponding generators are selected. The number of primes so selected is given in Table 2. The primes are selected
in a random manner and the value of \( nP \) of each digit is unknown, so the prediction of next prime is impossible to an attacker. We change this combination every half an hour to prevent the attacker from tabulating the combination for further use.

Table 2: Total Number of primes, primes whose \((p-1)/2\) also a prime and selected primes in each digit.

<table>
<thead>
<tr>
<th>Digits</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>No of primes whose ((p-1)/2) also a prime(NP)</td>
<td>21</td>
<td>143</td>
<td>1061</td>
<td>8363</td>
<td>68906</td>
<td>586081</td>
<td>5096876</td>
</tr>
<tr>
<td>No of primes selected in random(nP)</td>
<td>5</td>
<td>18</td>
<td>90</td>
<td>555</td>
<td>3654</td>
<td>26333</td>
<td>198911</td>
</tr>
<tr>
<td>No of primes selected in random(nP)</td>
<td>5</td>
<td>10</td>
<td>70</td>
<td>300</td>
<td>2000</td>
<td>9000</td>
<td>10000</td>
</tr>
</tbody>
</table>

The Generation algorithm takes in four arguments, serverertime, pdigits, selectedPrimes array (which contains a randomly chosen combination from the total set of primes), selectedGenerators array (which contains corresponding generators of primes selected) and \( nP \) which denotes number of primes for each digit in the selectedPrimes array. The algorithm used for generation of \( p \) dynamically overcomes the attacks discussed in scenario1 and scenario2.

Algorithm Generate \((p, \alpha, \beta)\)
1. \(\text{mapvalue} \leftarrow \text{serverertime} \mod nP\)
2. \(p = \text{selectedPrimes}[\text{pdigits}][\text{mapvalue}]\)
3. \(\alpha = \text{selectedGenerators}[\text{pdigits}][\text{mapvalue}]\)
4. \(\beta = \text{RandomNumber}(2, p-1)\)

Scenario 3. In this scenario the attacker satisfies the equation (1) but the \((p, \alpha, \beta)\) values sent by the attacker are not the same as the values sent by the server. The attacker changes the original values which is a repudiation attack. To overcome this attack the server makes use of session variables to store \((p, \alpha, \beta)\) values on the server side for verification. This is the only storage cost at the server. These numbers take 12 bytes and current server can handle 3K requests per second. For a 60 seconds timeout the state table goes up to 2.1MB which is tolerable.

Scenario 4. In this scenario the attacker sends genuine \((p, \alpha, \beta)\) values and instead of finding \( x \) he will send random value between 2 to \( p-1 \) i.e., he will send \((p, \alpha, \beta, \text{random value})\). To counter this attack the server will verify whether values sent by the client are satisfying equation(1) or not. The probability of such request going through is \(1/(p-2)\) which becomes small when \( p \) is greater than 100. The probability of that the chosen random value is \( x \) for 3-digit primes is 0.00272 and for 4-digit number 0.00023 and this probability becomes small when \( p \) increases.

Scenario 5. For each field one generator is pre-computed and stored on server side when same prime encounters the generator sent will be same only \( \beta \) changes in this case. At this scenario the attacker computes the exponent table once and uses it when the same prime encounters. In this case the attacker have to save all the values of \( \alpha^x \mod p \) where \( x \) varies from 1 to \((p-1)\). From Table 2 number of 8 digit primes(NP) are 198911 which requires a storage space of around 2MB and to save all the values of beta the storage space required is 2MB for each 8-digit prime. So the total storage space required is around 389GB. As this much storage space is not available in all the compromised systems involved in attack, this type of attack is not practical with the current hardware technology.

Algorithm used for verification takes in four arguments \( p, \beta, \alpha \) and \( x \) values sent by the client. The verification algorithm overcomes the attacks discussed in Scenario 3 and Scenario 4.

Algorithm Verification
1. check whether \( p, \alpha, \beta \) are genuine using session variables saved on the server side.
2. If \( p, \alpha, \beta \) are genuine then do the following
   (a) If \( \beta \equiv \alpha^x \mod p \)
      i. Process Request
   (b) Else Drop Request
3. Else Drop Request

5 IMPLEMENTATION

To test our proposed solution we have used the following setup

Server Configuration. Intel Xeon Quad CPU, processor speed 3.60 GHz each, 4 GB RAM, Win 2003 server.

Client Configuration. Intel core2 Duo CPU with processor speed 3.00 GHz and 2.99 GHz, 2 GB RAM, Windows XP professional operating system.

5.1 Results

To show the effectiveness of our solution we have used the same web applications as in (Saraiah and
et al, 2009) and modified them to include our solution i.e., we have used websites with solution and without solution. We have modified the HTML page of website with solution such that the page consists of JavaScript which makes the client browser to find \( x \) when \( p, \alpha, \beta \) are given. When a request comes to the server then server retrieves the number of requests per second from Windows performance counters and when it crosses Threshold value the server starts sending \( p, \alpha, \beta \) values to all the clients using cookies in each response. The client responds with \( p, \alpha, \beta, x \) values, in which \( x \) is found using the JavaScript in the static page. The server makes use of verification algorithm and if the conditions are satisfied by the client, the server will respond with actual page and \( p, \alpha, \beta \) values in the session variables are modified with new values.

We have measured the time taken by different web browsers(in milliseconds) to find \( x \) value when \( p, \alpha, \beta \) values are given and tabulated those readings in Table 3. CCB in the Table 3 represents the custom command line browser built using C#.NET, which an attacker may build.

Table 3: Time taken(in milliseconds) by different browsers to find \( x \).

<table>
<thead>
<tr>
<th>pdigits</th>
<th>IE</th>
<th>Mozilla</th>
<th>Opera</th>
<th>Chrome</th>
<th>CCB</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.92</td>
<td>0.57</td>
<td>0.71</td>
<td>0.78</td>
<td>0.08</td>
</tr>
<tr>
<td>3</td>
<td>1.84</td>
<td>1.85</td>
<td>1.83</td>
<td>0.96</td>
<td>0.014</td>
</tr>
<tr>
<td>4</td>
<td>3.27</td>
<td>3.89</td>
<td>3.52</td>
<td>2.35</td>
<td>0.014</td>
</tr>
<tr>
<td>5</td>
<td>8.95</td>
<td>9.26</td>
<td>8.25</td>
<td>5.94</td>
<td>1.126</td>
</tr>
<tr>
<td>6</td>
<td>31.5</td>
<td>67.89</td>
<td>68.2</td>
<td>54.25</td>
<td>1.448</td>
</tr>
<tr>
<td>7</td>
<td>1315.9</td>
<td>62.97</td>
<td>74.35</td>
<td>58.27</td>
<td>9.15</td>
</tr>
<tr>
<td>8</td>
<td>30894.51</td>
<td>264157.03</td>
<td>239078.87</td>
<td>24108.81</td>
<td>15599.61</td>
</tr>
</tbody>
</table>

Figure 2: Server Overhead with and without solution.

Figure 2 shows the overhead on the server when the solution is used and when the solution is not used. We can observe from the Figure 2 overhead is very less when our solution is used.

Figure 3 shows the server load relief. We sent a good traffic(which computes \( x \)) of 1000 requests per second using client1 and bad traffic(which will not compute \( x \)) i.e., attack traffic of about 2000 requests per second through client2. As a result server load crosses Threshold value and our solution is invoked and server starts sending the \( p, \beta \) value to the clients. The server drops the bad traffic. We can observe in Figure 3 the server load falls down once solution is invoked.

5.2 Comparison with Integer Factorization

In this section first we present some drawbacks of solution proposed in (Saraiah and et al, 2009) and then we show how our solution is more efficient than the proposed solution in (Saraiah and et al, 2009).

5.2.1 Drawbacks of Solution using Integer Factorization

As discussed in the (Saraiah and et al, 2009) the generation of \( p \) and \( q \) are based on server time since last boot up and client IP address respectively. In this case when the requests are coming from single client, \( p \) varies upon each subsequent request but \( q \) will not vary as there is no change in the IP address. To make \( q \) vary upon every subsequent request selected primes array must be refreshed for every millisecond which is not possible. And this selected primes array is refreshed at periodic intervals say 15 minutes. During this period of time, the attacker can find \( p \) by \( p = N/q \) and avoid the integer factorization computation.

5.2.2 Comparison on the Client Side

From Table 4 and Table 3 we can observe that client latency in case of DLP solution is significantly more than Integer Factorization(IF) for the same number of digits. This is a direct result of the fact that DLP is a harder problem than IF in terms of computation.
Table 4: Latency in milliseconds of browsers to calculate factors.

<table>
<thead>
<tr>
<th>Ndigits</th>
<th>IE</th>
<th>Mozilla</th>
<th>Opera</th>
<th>Chrome</th>
<th>CCB</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0</td>
<td>0.2</td>
<td>0</td>
<td>0.2</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>0.2</td>
<td>0</td>
<td>0.2</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>1.8</td>
<td>2.2</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>8</td>
<td>6</td>
<td>1.8</td>
<td>2.2</td>
<td>0.05</td>
<td>0.05</td>
</tr>
<tr>
<td>9</td>
<td>265</td>
<td>1.8</td>
<td>2.2</td>
<td>0.05</td>
<td>0.05</td>
</tr>
<tr>
<td>10</td>
<td>34</td>
<td>1.8</td>
<td>2.2</td>
<td>0.05</td>
<td>0.05</td>
</tr>
<tr>
<td>11</td>
<td>44</td>
<td>23</td>
<td>28</td>
<td>0.89</td>
<td>0.89</td>
</tr>
<tr>
<td>12</td>
<td>134</td>
<td>1.8</td>
<td>2.2</td>
<td>0.05</td>
<td>0.05</td>
</tr>
<tr>
<td>13</td>
<td>163</td>
<td>23</td>
<td>28</td>
<td>0.89</td>
<td>0.89</td>
</tr>
<tr>
<td>14</td>
<td>2532</td>
<td>1349</td>
<td>1347</td>
<td>1398</td>
<td>6.52</td>
</tr>
<tr>
<td>15</td>
<td>4975</td>
<td>2973</td>
<td>2639</td>
<td>2866</td>
<td>44.6</td>
</tr>
<tr>
<td>16</td>
<td>49920</td>
<td>29900</td>
<td>19909</td>
<td>28119</td>
<td>61.5</td>
</tr>
</tbody>
</table>

5.2.3 Comparison on the Server Side

The overhead on the server is less in our solution than IF. In our solution the parameter for selection of prime is server time since last bootup, whereas in solution using IF is server time since bootup and client IP address. As there is no overhead of reading client IP address (which takes around 1.896163 milliseconds) in our solution, the overhead on server is low. The following Table 5 shows the time taken (in milliseconds) by the server for generation and verification algorithms in solutions using IF and DLP. This is average across 1000 requests per second for varying server load.

Table 5: Time taken (in milliseconds) for generation and verification algorithms.

<table>
<thead>
<tr>
<th></th>
<th>IF</th>
<th>DLP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Generation</td>
<td>1.945352</td>
<td>0.037941</td>
</tr>
<tr>
<td>Verification</td>
<td>0.000634</td>
<td>0.077118</td>
</tr>
<tr>
<td>Overall Time</td>
<td>1.945986</td>
<td>0.115059</td>
</tr>
</tbody>
</table>

Figure 4: Server Overhead Comparison.

Figure 4 shows the overhead on the server due to solutions using IF and DLP. From the Figure 4 we can observe that overhead on the server is less in our solution than the proposed solution in (Saraiah and et al, 2009).

5.3 Limitations

In this section we present some limitations of our proposed solution.

- When JavaScript is not enabled in the browser then our solution will not work but now-a-days most of the web sites require JavaScript to be enabled.
- Our solution does not block a particular IP address from which an attacker is sending bad traffic (attack traffic). But this problem can be solved easily by using an inexpensive hardware device.
- Our solution will not work if pdigits value is more than 8 because the browsers only support up to 16 digit numbers (In JavaScript the function used for finding x needs multiplication, if pdigits value is 8 then max value will be a 16 digit number). But as we see from the Table 3 this is sufficient to impose the maximum tolerable latency on a human user.
- Latency is not fine tunable as we saw in Table 3 that the difference of latency from 6-digit prime to 7-digit prime is more.

6 CONCLUSIONS

In this paper we proposed a solution which will throttle clients and contains DDoS attack at the application level. We have come up with an algorithm to find a generator faster than the standard random pick and try algorithm. And came up with a strategy to differentiate between good traffic and bad traffic and to drop the latter during DDoS attacks. Our proposed solution is more efficient, having 94% less overhead on the server than the proposed solution in (Saraiah and et al, 2009). Though we have developed this solution for a web server, the same can be effectively be applied to any server by making the client pay a stamp before using up the server resources.
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