Performance Assessment of Patch-based Bilateral Denoising
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Abstract. In the field of medical image analysis, denoising is one of the most important preprocessing steps before medical analysis. The design of an efficient, robust, and computationally effective edge-preserving denoising algorithm is a widely studied, and yet unsolved problem. One of the most efficient edge-preserving denoising algorithms is the bilateral filter, which is an intuitive generalization of the local M-smoother. In this paper, we propose to modify both the bilateral filter and the local M-smoother to use patches of the image instead of single voxels in the denoising process. Using patches instead of single voxels in the filtering process is a way to adapt the filter to the textures, ramps, and edges of the image, and make the filter more discriminant. The filtering performances of the patch-based algorithms are evaluated on a benchmark and a CT phantom image and compared to the bilateral filter and local M-smoother.

1 Introduction

Nowadays, medical images are essential tools for medical doctors. They are used in radiotherapy, nuclear medicine, radiology, oncology, and many other fields of medicine. However, they are often polluted by noise and blur. These problems can induce misinterpretations and lead to errors in diagnosis and treatment. For example, in radiotherapy, it is of crucial importance to have a precise identification of the volumes to be treated. For this reason, the first and more important preprocessing step after the acquisition of a medical image is to use a filtering algorithm in order to get rid of the noise before the actual analysis.

In denoising methods, the challenge is to obtain a filtering effect powerful enough to remove most of the noise generated during the acquisition process while preserving the edges and textures in the image. This problem becomes even more complicated for medical images as they often have a relatively low resolution. Furthermore, a filter which does not preserve edges accurately blurs the image, which reduces the resolution even more.

Several algorithms have been used for unsupervised edge-preserving denoising of medical images: wavelet transform [1], [2], partial differential equations [3], total variation [4], Bayesian denoising [5], kernel regression [6], gradient approximation [7],...
local M-smoother [8], [9], bilateral [10], [11], or even trilateral filtering [12]. Kervrann also used patch based algorithms [13], [14] for denoising purposes.

Among these algorithms, the bilateral filter (BF) and the local M-smoother (LMS) have been quite popular lately because of their intuitive formulation, their low computational load, and their efficiency in terms of edge-preserving denoising performances. Still, while the BF and LMS algorithms are excellent for piecewise constant images denoising, their performances drop significantly when the image is blurred or contains ramps, which is the case in most realistic situations. Indeed, these algorithms are based on the principle of mode identification. When the image is not piecewise constant, there is no mode to identify and the filters become less efficient.

In this paper, we propose to generalize the BF algorithm to use subsets of adjacent voxels of the image, called patches, instead of single voxels. As these patches are composed of more than one voxel and gather information in 2 or 3 dimensions around their center, the filtering becomes more selective and the performance of this patch-based bilateral filtering (PBBF) improves.

The rest of this paper are organised as follows. In Section 2 we will define the image model, and briefly introduce the local M-smoother and the bilateral filter algorithms. Then, we will describe how patches are introduced in these classical algorithms. The benchmark image we used to test the filtering performances in this paper is introduced in Section 3 with a comparison of the performances and visual results of the algorithm with state-of-the art BF and LMS. Finally, Section 4 gathers the conclusions and future perspectives.

2 Image Model and Patch-based Bilateral Filter

2.1 Image Model

Let us define a $D$-dimensional image as a vector of voxels in which the $i_{th}$ voxel position can be uniquely identified by vector $x_i = (x_{i1}, \ldots, x_{iD})$. The voxel at coordinate $x_i$ has an observed intensity $f_i$ which can be decomposed in two part: the real image $u_i$ and the noise $\varepsilon_i$:

$$f_i = u_i + \varepsilon_i.$$  

(1)

In further developments, we will assume $\varepsilon_i$ is white and Gaussian. This is not the case for most medical images. However it is usually possible to come back to a gaussian denoising problem by an appropriate transformation of the data. The derivation of the BF and LMS in this section follows [15], [8] where more details can be found.

2.2 Gaussian Filter

Local filtering can be achieved by averaging the values of the voxels in a neighborhood $N_i$ of the voxel $i$. The filtering process can be described as the minimisation of the error function

$$E(\hat{u}) = \frac{1}{2} \sum_{i=1}^{I} \sum_{j \in N_i} w_{ij}(\hat{u}_i - f_j)^2,$$

(2)
where \( \mathbf{u} \) is the vector with the filtered voxels, \( I \) is the total number of voxels in the image, \( w_{ij} \) is the fixed weight of the contribution of \( f_j \). The optimal solution is obtained by derivating this function with respect to \( \hat{\mathbf{u}} \). Equating this derivative with zero allows us to identify the optimum \( \hat{\mathbf{u}} \) as

\[
\hat{u}_i = \frac{\sum_{j \in N_i} w_{ij} f_j}{\sum_{j \in N_i} w_{ij}}.
\] (3)

The weights \( w_{ij} \) can be defined as a hard or soft window as long as they vanish when the distance to the \( i \)th voxel increases. The most common choice for the weights is a soft window defined by a gaussian kernel:

\[
w_{ij} = \exp \left( -\frac{||x_i - x_j||^2}{2\rho^2} \right).
\] (4)

The width of the kernel is determined by parameter \( \rho \). While this is an efficient filtering scheme for Gaussian noise, this filter smoothes the edges of the image. However, it can easily be modified into an edge-preserving filtering scheme: the local M-smoother.

### 2.3 Local M-Smoother

From the gaussian filter, it is possible to obtain an edge-preserving filtering algorithm if the error function is modified as follows

\[
E(\hat{\mathbf{u}}) = \sum_{i=1}^{I} \sum_{j \in N_i} w_{ij} \Psi \left( \frac{1}{2} (\hat{u}_i - f_j)^2 \right).
\] (5)

The key idea is to assume that there are two or more constant signals (or modes) mixed in the neighborhood \( N_i \). The error function should separate the modes and thus prevent the image from being blurred during the filtering process. This can be done if \( \Psi \) is defined as

\[
\Psi(\frac{1}{2}s^2) = 1 - \exp \left( -\frac{s^2}{2\sigma^2} \right),
\] (6)

instead of a classical squared difference. This is a mode estimator, as typically used in robust statistic estimation.

It is now possible to minimize \( E(\hat{\mathbf{u}}) \) by gradient descent [15], which leads to the expression of the local M-smoother:

\[
\hat{u}_i^{k+1} = \frac{\sum_{j \in N_i} w_{ij} \Psi' \left( \frac{1}{2} (\hat{u}_i^k - f_j)^2 \right) f_j}{\sum_{j \in N_i} w_{ij} \Psi' \left( \frac{1}{2} (\hat{u}_i^k - f_j)^2 \right)}.
\] (7)

In this equation, \( \Psi' \) is the derivative of equation (6) and is called the radiometric kernel. A common way to initialise this filter is to use \( u_0^i = f_i \) as a starting guess.
2.4 Bilateral Filter

The bilateral filter is an intuitive generalization of the local M-smoother. In the bilateral filter, $u^k_i$, the values of the voxels in the neighborhood of $x_i$, are compared to $u^k_j$, the current estimated image, instead of $f_j$, the observed image. The algorithm becomes

$$\hat{u}^{k+1}_i = \frac{\sum_{j \in N_i} w_{ij} \Psi' \left( \frac{1}{2} (\hat{u}^k_i - \hat{u}^k_j)^2 \right) \hat{u}^k_j}{\sum_{j \in N_i} w_{ij} \Psi' \left( \frac{1}{2} (\hat{u}^k_i - \hat{u}^k_j)^2 \right)}.$$ (8)

This modification also means that the filter becomes non local as the intensities which were out of the neighborhood of $\hat{u}^k_i$ may have played a role in the determination of $\hat{u}^k_j$ at a precedent step. Because of this diffusion process, the BF can converge to a constant image and has to be stopped after a few iterations.

2.5 Patch-based Bilateral Filter

Although the bilateral filter produces excellent results for a piecewise-constant image, the filtering performances drop significantly on the edges and ramps. We propose to use a higher number of pixels in order to separate the modes on more information than a single voxel. Let us define patch $P^k_i$ as the $p \times p \times p$ subset of voxels of the image at iteration $k$, centered on $x_i$. The weights between the voxels in $x_i$ and $x_j$ can now be calculated using $d(P_i, P_j)$, the distance between patches $P_i$ and $P_j$

$$\hat{u}^{k+1}_i = \frac{\sum_{j \in N_i} w_{ij} \Psi' \left( d(P^k_i, P^k_j) \right) \hat{u}^k_j}{\sum_{j \in N_i} w_{ij} \Psi' \left( d(P^k_i, P^k_j) \right)}.$$ (9)

The distance function can be chosen according to the noise model and the specificities of the image. The most obvious choice is to use the $L_2$ distance

$$d(P^k_i, P^k_j) = \sqrt{\sum_{n=1}^{N} (P^k_{i_n} - P^k_{j_n})^2},$$ (10)

where $P^k_{i_n}$ is the $n_{th}$ voxel in patch $P^k_i$ and $N$ is the total number of voxels in a patch. Other types of distances can be considered depending of the properties desired from the filtering algorithm.

It is also possible to introduce the patch concept in the local M-smoother algorithm. In this case, the patch centered in $x_i$ would be constructed from the original image $f$

$$\hat{u}^{k+1}_i = \frac{\sum_{j \in N_i} w_{ij} \Psi' \left( d(P^k_i, P^0_j) \right) f_j}{\sum_{j \in N_i} w_{ij} \Psi' \left( d(P^k_i, P^0_j) \right)}.$$ (11)

If the patch size is set to 1 and the distance used is $L_2$, the PBBF and PBLMS algorithms are equivalent to the classical BF and LMS, respectively.
3 Experiments and Results

3.1 Benchmark Image Presentation

Assessing the filtering performances with real-life images such as those acquired on medical devices is difficult because the ground truth, that is, the noise free image remains unknown. For this reason, the PBBF algorithm has been tested on a $64 \times 64$ benchmark gray level image. This image consists in a pattern (see Fig. 1, left) which is a combination of constant plateaus, edges, and gradients. It combines all types of difficult situations a good filtering algorithm has to cope with. Most medical images present some or all of these types of difficulties. This pattern is also slightly blurred in order to avoid sharp edges that would be completely unrealistic. In the blurred image, the edges between the different areas are smoothed. Eventually, the two-dimensional pattern is repeated 100 times and stacked so that the final dimension is $64 \times 64 \times 100$. Gaussian noise is then added to the blurred image.

The denoising performances are evaluated by the RMSE:

$$RMSE = \sqrt{\frac{1}{M \sum_{i=1}^{N} v_i \sum_{m=1}^{M} \sum_{i=1}^{N} (\hat{u}_m^i - u_i)^2},}$$

(12)

where $M$ is the number of trials and $m$ then trial index. In this equation, the weights $v_i$ either have a value of $\{0,1\}$ and are used as masks. These masks are designed to evaluate the RMSE over the selected areas of the image (whole image, plateaus, edges or ramps (Fig. 1)). With these masks, the denoising effect can be evaluated specifically on these areas. More details about the benchmark image, its generation and the performances evaluation can be found in [15].

3.2 Experimental Setup and Results

In our implementation of the algorithm, the patches are circular and their size is fixed to the size of the spatial kernel. Indeed, a patch size smaller than the spatial kernel leads to a discontinuity in the weights evaluation as the patch would end when the spatial weights are still non negligible, on the opposite, a spatial kernel smaller than the patch
size would mean that the algorithm calculates pixels that would have a 0 weight in the filtering process. The patches size are then defined by $\rho$, the width of the spatial kernel.

In the experiment, each $64 \times 64$ slice of the image is denoised independently (2D denoising) patches and 2D kernels. The denoising performance on each slice is considered as the realization of a trial. The quality of the denoising process is measured by the RMSE for each slice of the image, using the different masks. The results are obtained on a test image independent from the one used for setting the parameters (it was generated using the same noise model). The PBBF and PBLMS results are compared to those of the BF and LMS. For both the PBBF and PBLMS, the patch to patch distance was defined as the $L_2$ distance.

The results of the denoising procedures are shown in Table 1. The PBBF outperforms both the classical BF and LMS approaches in terms of RMSE and visual appreciation (see Fig. 2). The mechanisms behind these performances can be explained: optimal parameters for this filter use narrow radiometric (small $\sigma$ in equation 6) and spatial kernels (small $\rho$ in equation 4), but a larger (13) number of iterations, whereas the BF usually converges to a constant solution after more than 3 iterations.

As the PBBF is more selective than the BF for the computation of the weights, it can use a higher number of iterations and narrow radiometric and spatial kernels to converge slowly toward a better filtering result. The PBBF outperforms the other algorithms on all parts of the image.

The reason why the PBLMS is less performant than the PBBF can be explained too. After the first iteration, the algorithm computes the distance between the last estimated image $P^*_j$ and the observed image $P^o_i$. As the filtering effect is applied on the estimated

![Fig. 2. Top row: left, original image. Middle, bilateral filtered image. Right, patch-based filtered image. Bottom row: left, noisy image. Middle, local M-smoother filtered image. Right, patch-based local M-smoother filtered image.](image)
image, those images get more and more different, and the differences add up in the distance computation until the distance is large enough to eventually be out of the radiometric kernel range and thus reduces the weight to almost zero. The filtering process is then stopped too early and the image is not filtered anymore after a few iterations.

Fig. 3 shows the residuals of the filtered images. The residuals for the PBBF and PBLMS filtered image have almost no structure while the BF and LMS ones contain parts of the original image, it shows that in these cases, the filtering effect was not optimal.

![Fig. 3. Top row: left, noisy image. Middle, residuals of the bilateral filtered image. Right, residuals of the patch-based bilateral filtered image. Bottom row: left, noise added to the original image. Middle, residuals of the local M-smoother filtered image. Right, residuals of the patch-based local M-smoother filtered image.](image)

Table 1. Mean RMSE over the 100 test images for the different algorithms and masks (2D). \(p\), \(\sigma\) and \(n\) are respectively the width of the spatial kernel, radiometric kernel, and number of iterations of the filter.

<table>
<thead>
<tr>
<th></th>
<th>image</th>
<th>plateaus</th>
<th>edges</th>
<th>ramps</th>
<th>(p)</th>
<th>(\sigma)</th>
<th>(n)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PBBF</td>
<td>0.4373</td>
<td>0.2637</td>
<td>0.5941</td>
<td>0.5484</td>
<td>2.1</td>
<td>0.315</td>
<td></td>
</tr>
<tr>
<td>PBLMS</td>
<td>0.4954</td>
<td>0.3866</td>
<td>0.6272</td>
<td>0.4995</td>
<td>2.8</td>
<td>0.6</td>
<td>5</td>
</tr>
<tr>
<td>BF</td>
<td>0.5614</td>
<td>0.4033</td>
<td>0.7464</td>
<td>0.5695</td>
<td>1.9</td>
<td>2.6</td>
<td>2</td>
</tr>
<tr>
<td>LMS</td>
<td>0.5678</td>
<td>0.4051</td>
<td>0.7565</td>
<td>0.5491</td>
<td>2.5</td>
<td>2.6</td>
<td>3</td>
</tr>
</tbody>
</table>

These algorithms were tested on 3D images. In this case we generated 100 images of dimension \(64 \times 64 \times 100\) with the same noise model, and used \(p \times p \times p\) patches and 3D kernels. The RMSE is calculated over each one of these \(64 \times 64 \times 100\) images for
all algorithms. In the 3D case, the performances of all algorithms improve (see Table 2). The PBBF filtering algorithm still gives the best RMSE, on all areas of the image. Obviously, the benchmark image that was used here is constituted of the same slices which help the denoising algorithms a lot. However, successive slices are usually highly correlated in real 3D images, therefore the PBBF may find some useful informations when a third dimension is added. Further experiments should be done on 3D benchmark images in order to confirm the filtering gain that we noticed on the 3D denoising.

Table 2. mean RMSE over the 100 test images for the different algorithms and masks (3D). $\rho$, $\sigma$ and $n$ are respectively the width of the spatial kernel, radiometric kernel, and number of iterations of the filter.

<table>
<thead>
<tr>
<th>Filter</th>
<th>image</th>
<th>plateaus</th>
<th>edges</th>
<th>ramps</th>
<th>$\rho$</th>
<th>$\sigma$</th>
<th>$n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>PBBF</td>
<td>0.2515</td>
<td>0.1432</td>
<td>0.3348</td>
<td>0.3941</td>
<td>2.1</td>
<td>0.3</td>
<td>13</td>
</tr>
<tr>
<td>PBLMS</td>
<td>0.3493</td>
<td>0.2380</td>
<td>0.4721</td>
<td>0.3765</td>
<td>2.8</td>
<td>0.6</td>
<td>5</td>
</tr>
<tr>
<td>BF</td>
<td>0.4045</td>
<td>0.2982</td>
<td>0.5290</td>
<td>0.4281</td>
<td>2.1</td>
<td>1.8</td>
<td>2</td>
</tr>
<tr>
<td>LMS</td>
<td>0.4228</td>
<td>0.3294</td>
<td>0.5366</td>
<td>0.4387</td>
<td>2.2</td>
<td>2</td>
<td>3</td>
</tr>
</tbody>
</table>

The PBBF algorithm was also compared to the BF on a phantom CT image. A phantom consists of several cylinders of different densities. As the absorption properties of the cylinders are known, the images acquired on these phantoms are used to determine the quantity and distribution of the noise generated in the acquisition process. This time, the parameters of the filters were fixed empirically as they would have been for a classical CT image for which no ground truth is available. The quality of the denoising effect was evaluated from the residuals: the difference between the original and the denoised image. Figure 4 shows the PBBF and BF denoised images and their residuals. From visual evaluation, they seem very close in quality: for both algorithms, there is no visible blurring induced in the denoising process and the residual noise is located at the same areas. Still, the residuals from the PBBF algorithm show slightly less structure than those from the BF algorithm, which shows that the PBBF preserved the edges in a more efficient way. The PBBF seems to at least compare to the BF on images acquired with real scanners. More experiments on real medical images will be done in the future.

4 Conclusions

In this paper, we introduced the patch-based bilateral filter and patch-based local M-smoother. The introduction of patches in the classical bilateral filter and local M-smoother algorithms is based on the idea that an algorithm using more than one voxel at a time might be able to be more sensitive to the textures and ramps of the image. Our experiments show that the patch-based bilateral filter outperforms the bilateral filter and local M-smoother algorithms both in terms of RMSE and visual appreciation. These results also seem promising in the 3D denoising tasks. In the future, we will adapt this method to more complex noise models (i.e. Poisson or multiplicative noise) and other patch-to-patch distances functions will be implemented and tested. More performances evaluations of these algorithms will be done on CT-scan or PET-scan images.
Fig. 4. Top row: left, original phantom image. Middle, PBBF denoised phantom. Right, LMS denoised image. Bottom row: left, residuals for the PBBF image. Right residuals for the BF denoised image.

and the results will be assessed by oncologists within the framework of tumor and organ delineation tasks.
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