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Abstract: Within this paper, we present a hierarchical online image representation method with 3D camera position to efficiently summarize and classify the images on the web. The framework of our proposed hierarchical online image representation methodology is composed of multiple layers: at the lowest layer in the hierarchical structure, relationship between multiple images is represented by their recovered 3D camera parameters by automatic feature detection and matching. At the upper layers, images are classified using constrained agglomerative hierarchical image clustering techniques, in which the feature space established at the lowest layer consists of the camera’s 3D position. Constrained agglomerative hierarchical online image clustering method is efficient to balance the hierarchical layers whether images in the cluster are many or not. Our proposed hierarchical online image representation method can be used to classify online images within large image repositories by their camera view position and orientation. It provides a convenient way to image browsing, navigating and categorizing of the online images that have various view points, illumination, and partial occlusion.

1 INTRODUCTION

As the use of digital cameras, cell phones, or PDAs with embedded cameras is increasing, managing, browsing, querying and summarizing photos from personal image libraries or on the web is becoming more critical. Online image retrieval and browsing applications (Dent et al., 2001, Jhanwar et al., 2002, Krishnamachari et al., 1999, Qian et al., 2000) were developed encouraging people to freely explore any place in the world and discover interesting locations and photographs.

In various web applications, geographical online map services such as Google Earth or Virtual Earth have become very popular with web-users. These applications allow the users to view and navigate their way through high resolution satellite images from within their home environment resp. their desk. It also offers local information and photographs of specific places, as well as the ability to view different geographic levels of detail. If a specific place is very popular and interesting, many photographs are uploaded and geo-tagged (Jaffe et al., 2006) with this location by many users.

Nevertheless, online images which are uploaded by numerous users are so various that they have illumination variation, view changes, resolution, partial occlusion, and noise. That is one of the bottlenecks in extracting and matching features from online images. The locations of images uploaded by anonymous users to an online satellite map like Google Earth are not exact and many photographs that contain no tags or titles which represent their location, or are incorrectly geo-tagged (Jaffe et al., 2006). To collect the exact 3D position of the online images, we need to recover the camera’s extrinsic parameters of previously uploaded images. Without an appropriate clustering of images, we are distracted in navigation and view of the map.

Our objective of this paper is on how to select the representative images of an interesting site and how to summarize the online images hierarchically taking into account the difference level of the map’s zoom in/out. For this, the camera geometric information based image classification is used. Retrieving the representative images of a specific site with its camera’s orientation and translation information needs robust feature detection, matching, and image classification (Brown et al., 2005).

Figure 1 shows the structure of our proposed approach...
and representative images of each category and cluster. This hierarchical structure is composed with multiple layers: the highest layer is called "Category", middle layers are defined as "Cluster", and the lowest level shows the relative 3D camera position of the images. Our representative images of each category and cluster is the closest image through clustering optimization and by hierarchical online image clustering. Figure 1 also shows each images in the lowest layer and upper layers which are constructed by online image clustering from a collection of online images.

2 PREVIOUS RESEARCH

Research about geographic location based image retrieval (Naaman et al, 2004) or browsing increase during the last few years. The organization of image collections has been accomplished by several classification criteria such as detecting significant events, geographical characteristics within a specific location, or tags in titles of a photographs (Cai et la, 2004, Gao et al, 2005, Jaffe et al, 2006). However, current research efforts (Ahern et al, 2007) for image retrieval based on common context and visual features within online image repositories try to summarize the collection of images. Hierarchical online image representation tasks are composed of various technologies of Image Based Modelling for extracting the 3D camera geometry out of multiple images, feature classification for online image clustering, and image similarity measures (Simon et al, 2007, Snively et al, 2006). There are also similar approaches about online image representation methods, interactive browsing and exploration of a collection of photographs and online image summarization to represent visual content of a given set (Wang et al, 2006).

Clustering is the unsupervised classification of patterns into groups. Geographical tagging or title of photographs have been used for online image retrieval or browsing applications (Choubassi et al, 2007). Nevertheless, the goal of feature classification and clustering in image processing and computer vision is how to deal with images for classification, in order to separate the images by low-level features such as color, texture, shape, or by high level semantics, or a combination of those (Cai et al, 2004, Chen et al, 1999, Deng et al, 2001, Gao et al, 2005, Jhanwar et al, 2002, Rege et al, 2007). A similarity measure using these features between online images is one of the critical issues because it is still weak in partial occlusion, view translation, orientation and noise (Fergus et al, 2005). Most classification approaches into three main categories: partition, Division, and Aggregation (Cormark et al, 1971). One of the most popular methods in partition methodology is the k-Means method (Bradley et al, 1998), the division follows kd-tree method. When we compare to previous research related to online image summarization (Simon et al, 2007) and browsing, our proposed agglomerative clustering has the advantage in showing the representative images according to a geographical zoom in/out. As we zoom out of the geographical hotspot, we only show the representative images of the site or building. Otherwise, we zoom in the map, we browse the online images according to the 3D camera’s parameters. Another advantage of our proposed algorithm is to provide an efficient hierarchical structure of the online image data set.

3 HIERARCHICAL STRUCTURE OF ONLINE IMAGES

In the following sections, we will explain how we extract the 3D extrinsic camera parameters from multiple images, establish relationship between 3D positions from multiple images and adequate classifica-
Given $N$ images in the database, the extrinsic camera parameters of each image, $E_i(r,t), (i = 1, ..., n)$, where $r$ is 3x3 rotation matrix, and $t$ is 1x3 translation vectors, are recovered by adequate feature detection mechanism in each camera. Feature matching between multiple images, the calculation of the epipolar geometry, and the 3D position estimation within the world coordinate system (Hartley et al, 2004). Figure 2 highlights the process of recovering the $E_i(r,t)$ from multiple images (Chaman et al, 1993). Figure 2-(a) shows the example images within a collection of online images. We have no prior knowledge such as image resolution or tags or title (Jaffe et al, 2006). It also shows matching features after the Scale Invariant Feature Transform (SIFT) (Lowe, 2004) and Random Sample Consensus (RANSAC). Figure 2-(b) displays the relative 3D position and rotation of the camera within the world coordinate system. From the epipolar geometry and matching points, we extracted the rotation and orientation of the cameras. By calculating the epipolar geometry and extracting the extrinsic camera parameters of multiple images, we can sketch the relationship of the images. With SIFT and RANSAC, the epipolar geometry and 3D camera position of a set of online images is estimated as shown in Figure 3. In this figure, the recovered 3D camera position within the world coordinate system with the online images of Casa Mila, Barcelona, Spain. The lowest layer of our hierarchical structure is constructed using extrinsic camera parameters of the images. In a next step, we describe the clustering of images based on the distance of each 3D camera position within the world coordinate system.

### 3.2 Online Image Clustering

In online image applications, unsupervised image clustering can be separated with non-hierarchical and hierarchical clustering algorithms (Krishnamachari et al, 1999). In numerous non-hierarchical clustering methods (Goldberger et al, 2006) which are extensively used in data classification or data mining in various areas, $k$-Means clustering is an algorithm to cluster $n$ images based on attributes into $k$ partitions, where $k$ is less than $n$, to form a $k$-block set partition of data and to find good local minimum and have linear complexity $O(k_{\text{min}})$ with respect to the number of instances. However, the algorithm is sensitive to initial starting conditions and hence must be randomly repeated many times (Davidson et al, 2005). Conversely, hierarchical clustering algorithms are run once and create a dendrogram which is a tree structure containing a $k$-block set partition for each value of $k$ between 1 and $n$, where $n$ is the number of online images at the lowest level to cluster allowing the user to choose a particular clustering granularity.

Let:

\[
S = \{E_1,E_2,...,E_{n-1},E_n\} \tag{1}
\]

be the set of 3D extrinsic parameters, $E_i$, to be clustered. At the initial status, the number of clusters is same to the number of images, $n$, and each cluster $C_i$ is represented as $E_i$ for every $i$. Then we progressively join the closest clusters through the equation shown in equation-(2) until $k = 1$.

\[
s(i,j) = D(C_i,C_j), \forall i,j; 1,m = \text{argmin}_{a,b} s(a,b), \tag{2}
\]

\[
C_l = \text{Join}(C_l,C_m); \text{Remove}(C_m) \tag{3}
\]

where $s(i,j)$ is the similarity measure between cluster $C_i$ and $C_j$. In this paper, the similarity measure between clusters are calculated by the Euclidean distance, $D$, of the camera’s 3D extrinsic parameters. The objective of our hierarchical clustering algorithm is to extract a multi-level partitioning of images based on 3D camera parameters, i.e. a partitioning which groups images into a set of clusters and then, recursively, partitions them into smaller sub-clusters, until some stop criteria are satisfied. Agglomerative hierarchical clustering algorithms start with several clusters containing only one object, and iteratively two clusters are chosen and merged to form one larger cluster. This process is repeated until only one large cluster is left, that contains all objects. Divisive algorithms work in the symmetrical way. Figure 4 shows the original agglomerative hierarchical online image clustering. A Similarity measure between multiple
images is computed by the Euclidean distance between 3D camera’s position. From multiple images of the Casa Mila, layers are automatically clustered into 12 layers. This number of layers is different from site to site or change of view points.

The unconstrained version of agglomerative hierarchical online image clustering builds a dendrogram for all values of \( k \). If there are many online images at a public site, the dendrogram will be high. However, there are many places that have only few uploaded online photographs in the internet. To balance the hierarchical layers of each sites, we impose some constraints on the hierarchical clustering (Zho et al, 2005). When building the Dendrogram, we need the constraint of the numbers of dendrogram, by \( W \)-constraint, and \( B \)-constraint algorithm. We can prune the dendrogram by starting building clusters at \( k_{\text{max}} \) and stop building the tree after \( k_{\text{min}} \) clusters are reached. \( B \)-constraint is defined as the distance between any pair of images in two different clusters to be at least \( B_{\text{min}} \), and \( W \)-constraint requires that for each point \( x \) in \( C_i \), there must be another point \( y \) in \( C_i \) such that the distance between \( x \) and \( y \) is at most \( W_{\text{max}} \) (Davidson et al, 2005). At the initial of unconstrained hierarchical clustering approach, the number of clusters was equal to the number of images, \( n \). However, we construct an initial cluster by \( B \)-constraints and \( W \)-constraints. This constrained agglomerative hierarchical clustering algorithm procedure is shown below:

\[
k_{\text{max}}, k_{\text{min}} = \text{calculateBound}(W_{\text{max}}, B_{\text{min}})
\]

\[
s(C_i, C_j) \geq B_{\text{min}} \forall i, j, s(x, y) \geq W_{\text{max}} \forall x, y \in C_i
\]

where eq-(5) is the distance bound for the distance between clusters and within cluster. Within this boundary, we join the closed cluster until the dendrogram is \( k_{\text{min}} \). Figure 5 shows the constrained agglomerative hierarchical online image clustering method with the constrained number of \( k \), euclidean distance constraint based on the recovered 3D camera’s position.

4 EXPERIMENTS

We lead experiments with various online images which are downloaded from internet. 90 images are used for our experiments with multiple online images of Casa Mila, Barcelona, on the web. Images in Casa Mila are roughly separated with 3 categories and the number of images in each category were 55 images, 21 images, and 14 images. We show the result of our automatic hierarchical online image clustering from the front and near view images. In the previous section, we already represented the recovered camera’s
3D position and unconstrained and constrained online image representation methodology. Our next experiment was comparison of the non-hierarchical clustering algorithm such as *k*-Means [Simon et al., 2007] and Mean-Shift clustering algorithms [Comaniciu et al., 2002, Xu et al., 2005] to check the efficiency in a hierarchical structure as shown in Figure 6. Figure 6-(a) is the result of the *k*-Means clustering when *k* is 5 and 7. Figure 6-(b) shows the Mean-Shift cluster method, that automatically separates 6 clusters. The representative image in the cluster shown also in figure 6-(b) is the center of gravity of the cluster. Constrained hierarchical online image clustering method is better than non-hierarchical online image clustering in automatically constructing a structure and balancing the hierarchy of the areas that have many online photographs or not. In the end of this paper, we also showed extracted 3D camera position, unconstrained, and constrained hierarchical online image clustering method in 28 images of the Blue Mosque in Instanbul, Turkey in figure 7. Table 1 shows the number of hierarchical layers of the category when we tested the unconstrained and constrained hierarchical image clustering method. As shown in table 1, we can see that the constrained hierarchical image clustering method is efficient in balancing the hierarchical layers of the categories and also useful in browsing the representative images of the site.

Table 1: Comparison of the number of hierarchical layers between unconstrained and constrained hierarchical clustering to show the balance of the hierarchical layers in various sites.

<table>
<thead>
<tr>
<th>Site</th>
<th>Nr. of Image Set</th>
<th>Unconstrained Layer’s Nr.</th>
<th>Constrained Layer’s Nr.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Site1</td>
<td>55</td>
<td>12</td>
<td>8</td>
</tr>
<tr>
<td>Site2</td>
<td>21</td>
<td>7</td>
<td>4</td>
</tr>
<tr>
<td>Site3</td>
<td>14</td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>Site4</td>
<td>28</td>
<td>13</td>
<td>7</td>
</tr>
</tbody>
</table>

5 CONCLUSIONS AND FUTURE WORKS

In this paper, we have presented the hierarchical online image representation method for the efficient browsing and navigation within a geographic online map. We also presented a new approach in order to estimate the relationship between a collection of online images, how to select a representative image using the 3D camera position and orientation, and how to construct a hierarchy of online images with a constrained agglomerative clustering methodology. The hierarchical tree which we presented in this paper can be useful to many applications involving large collections of digital photographs. We are able to sort and view the images that are geographically close to an 3D camera position that users want to watch. It gives convenience and immersion related to applications involving large data on web. Our future work improve this system for industrial applications. The processing time to estimate the 3D position of billion of images is the critical problem in the works of online images. We will focus on the advanced interaction with user and our hierarchical structure is needed for immersive navigation or viewing.
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Figure 7: (a) Some representative images in the hierarchical structure of online images and recovery of 3D camera’s extrinsic parameters at Blue Mosque, Istanbul, Turkey (b) Unconstrained and constrained agglomerative hierarchical clustering method Hierarchical online image representation method in Blue Mosque, Istanbul, Turkey.


