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Abstract: In this paper a novel procedure based on texture spatial characterization techniques is proposed aimed at automatically addressing spots in microarray images. The algorithm relies on the regular and pseudo-periodic patterns of spots, which can be considered as texture primitives. A fully automatic procedure is proposed to segment the autocorrelation functions of subgrid images and accurately determine the locations of the peaks. These candidate peaks, i.e., vectors, are next used to compute the displacement vectors that fully characterize the spatial arrangement of spots, describing the spot spacing and angle of rotation of the pattern. A refinement procedure is then applied to improve the accuracy of the norms and angles of the displacement vectors. An ideal template is generated using the computed spanning vectors, which is deformed and adjusted via Markov Random Fields (MRF) modelling. Experiments based on artificial and real images are promising, showing improvements regarding robustness against image rotations, and accuracy, over results provided by state-of-the-art methods.

1 INTRODUCTION

A fundamental step in microarray image analysis is the addressing of spots within image subgrids, in order to measure the hybridization levels. Even though spots are regularly located, this task is difficult due to the low quality of the images. Current methods aimed at addressing spots include semiautomatic (Heyer et al., 2005; Yang et al., 2000; Eisen, 1999) and automatic (Ceccarelli and Antoniol, 2006; Hartelius and Carstensen, 2003; Jain et al., 2002) procedures.

In this paper a new approach based on techniques from texture spatial characterization is proposed, where spots are considered as the texture primitives. An autocorrelation segmentation procedure is introduced in order to accurately estimate the two displacement vectors which completely characterize the lattice. After a refinement procedure, these vectors define an ideal regular lattice which is finally deformed and adjusted using MRFs.

2 METHODOLOGY

2.1 Autocorrelation Segmentation

Autocorrelation was proposed for regular texture structure characterization on general purpose images in (Lin et al., 1997) and then applied with slight variations in (Liu et al., 2004). However, both procedures lead to discrete displacement vectors, propagating the errors to the estimated lattice of texture primitives.

In the present paper, a new approach is presented to extract the spanning vectors using subpixel precision. In order to do this, the following operations are applied on the autocorrelation image computed from the microarray subgrid image:

1. **Edge Detection** via a LoG\(^1\) filter and zero-crossings detection (Gonzalez and Woods, 2002).

2. **Morphological Reconstruction** to fill holes inside object boundaries. After this step, two different cases may occur, viz., either separated or non-separated connected components.

If the components are separated, skip step 3, otherwise:

\[^1\text{LoG: Laplacian of Gaussian}\]
3. **Morphological Binary Opening** trying circular structuring elements with incremental radii, until all the components are separated.

4. **Connected Components Labelling**.

5. **Deletion** of the components touching the border.

6. The **Centroid Coordinates** of each component are regarded as the location of the candidate peaks.

### 2.2 Displacement Vectors Calculation

The approach based on regions of dominance proposed in (Liu et al., 2004) is applied to the centroids computed in Section 2.1 in order to determine the most prominent candidate peaks (regarded as vectors) to be considered in the displacement vectors computation. Next, the procedure described in (Lin et al., 1997), which is based on the generalized Hough transform, is implemented in order to find the two vectors that generate the spot lattice.

### 2.3 Spot Spacing and Angle of Rotation Refinement

The norms of the two spanning vectors describe the spot row and column spacings. Their angle describes the deviation in each axis direction. In order to improve accuracy even more, a histogram with the sizes of the regions of dominance for all the candidate vectors is constructed, as well as a histogram of the corresponding angles. The norms and angles of the two displacement vectors computed in the previous Section are used as entries to each one of these histograms, and the weighted mean of the corresponding isolated region in each histogram is regarded as the corrected norm and angle for each spanning vector.

The procedure is illustrated in Fig. 1, where the sizes of the regions of dominance (angles) histogram is depicted. The corrected norm (angle) $\Delta$ for each one of the two spanning vectors is computed as

$$\Delta = \frac{\sum_{i=1}^{n} f_i \Delta_i}{\sum f_i}$$  \hspace{1cm} (1)

where $f_i$ and $\Delta_i$, $i = 1, \ldots, n$ stand for the frequencies, and sizes of the regions of dominance (angles), respectively. In the figure, $\Delta$ represents the norm (angle) computed in the previous Section for each one of the displacement vectors ($n = 5$ in the example).

### 2.4 Template Adjustment via MRFs

A template grid can be constructed using the two previously estimated displacement vectors. The number of rows, $N_r$, and columns, $N_c$, of spots is known a priori from the microarrayer configuration. In order to determine the starting position to span the template, the top-leftmost spot of the real subgrid is determined using the horizontal and vertical profiles of the temporally corrected for rotation image.

A first-order MRF (Geman and Geman, 1984) is used to model the lattice of spots, allowing their locations to stochastically deviate from the ideal template. The label set $L = \{l_i = (x_i, y_i), i = 1, \ldots, N_r N_c \}$ contains the pairs of spatial coordinates for each node site $i$, i.e., spot center, in the template.

The definition of an energy functional is heuristic and application dependent, and theoretical ways of determining it are not established yet (Amador J. J., 2005). In this paper, the MRF functional to be minimized was defined as

$$E_{MRF} = E_{lat} + E_{homog}$$  \hspace{1cm} (2)

$$E_{lat} = \alpha_0 \sum_{i \sim j} \left( \frac{d_0(i, j)}{D} \right)^2 + \alpha_1 \sum_{i \sim j} \left( \frac{d_1(i, j)}{D} - 1 \right)^2 - \alpha_2 d_2(i)$$  \hspace{1cm} (3)

$$E_{homog} = \beta \frac{\mu(i)}{\sigma(i) + 1}$$  \hspace{1cm} (4)

The term $E_{lat}$ controls the distortion of the grid. In Eq. (3), $d_0(i, j)$ is the deviation in alignment between neighboring nodes $i$ and $j$, whereas $d_1(i, j) - D$ is the deviation from the ideal fixed spot spacings $D$ between $i$ and $j$, as proposed by Carstensen (Carstensen J. M., 1996).

On the other hand, $d_2(i)$ adopts one of two possible values: 0 or 1. In order to determine the $d_2(i)$ value, the centroids of all the connected components of the original microarray subgrid are computed. The function $d_2(i)$ is then defined as follows

$$d_2(i) = \begin{cases} 1 & \text{if } (x_i, y_i) \text{ coincides with a centroid} \\ 0 & \text{otherwise} \end{cases}$$  \hspace{1cm} (5)
The term $E_{\text{homog}}$ measures the local intensity homogeneity around site $i$. For spot centers it is desirable to lie in homogeneous regions, such as the center region of a spot. It is undesirable for them to lie on borders. The local intensity mean value $\mu(i)$ and local standard deviation $\sigma(i)$ is computed on the 7x7 pixels (not sites!) neighborhood of node site $i$.

The parameters $\alpha_0$, $\alpha_1$, $\alpha_2$ and $\beta$ are weights that control the contribution of each term. In this work, their values were experimentally set to 1, 10, 1000, and 0.3, respectively. Minimization of the energy functional was carried out using simulated annealing, with an initial temperature of 0.8 and 1000 iterations.

3 EXPERIMENTAL RESULTS

In order to validate the proposed algorithm, experiments on synthetic and real microarray images were performed. Accuracy was assessed by means of the RMSE (root-mean-square-error) between the estimated spot locations and the real ones.

3.1 Computer Generated Images

Two types of experiments were performed using synthetic images. In the first case, subgrids with spot row spacing different from column spacing, and random spot sizes, were analyzed with the proposed method and the UCSF-Spot automatic algorithm (Jain et al., 2002). The results are shown in Figures 2(a) and (b), respectively. As can be observed from Fig. 2(b) the UCSF-Spot algorithm fails to address the spots, trying to unify the row and column spacings. On the other side, the proposed algorithm succeeds in locating the spots, as shown in Fig. 2(a), where the blue crosses indicate the estimated spot centers.

In the second set of experiments, subgrids were generated with equal row and column spacings, but the locations of spots were randomly altered from the regular lattice with Gaussian distributed variations with zero mean and variances 0, 4 and 9. The images were rotated with angles in the range $[-5, 5]$ degrees and then analyzed with the proposed method and the UCSF-Spot algorithm.

In Fig. 3 the RMSE for the proposed (solid line) and UCSF-Spot (dash-dotted line) algorithms as a function of the image rotation angle is depicted for spot location variances equal to 0 (circles), 4 (squares) and 9 (triangles). As it can be observed, the algorithm introduced in this paper outperforms the UCSF-Spot algorithm. In addition, it can be noticed that the RMSE of the UCSF-Spot algorithm increases considerably for rotation angles greater than 2 degrees, leading to unacceptable results.

In all the cases, the RMSE curve corresponding to the proposed method is below 5 pixels, and below the respective RMSE curves of UCSF-Spot.

3.2 Real Microarray Images

The proposed method was compared to the UCSF-Spot algorithm and the accuracy of each method was measured through the RMSE calculation on typical real microarray images collected from the Standford Microarray Database (SMD) (Demeter et al., 2007). Details about the images, RMSEs in the $x$ and $y$ directions and total RMSEs are reported in Table 1. In all the cases under analysis, the proposed method obtained a lower RMSE when compared to UCSF-Spot. It is also worth noticing that (Ceccarelli and
Table 1: Accuracy of spot addressing in terms of the RMSE (in pixels) for the proposed automatic algorithm and the UCSF-Spot algorithm described in (Jain et al., 2002).

<table>
<thead>
<tr>
<th>Image ID</th>
<th># spots</th>
<th>RMSE for the proposed method</th>
<th>RMSE for UCSF-Spot</th>
</tr>
</thead>
<tbody>
<tr>
<td>lc7b670rex2</td>
<td>9216</td>
<td>1.56, 1.52, 2.18, 4.44</td>
<td>4.44</td>
</tr>
<tr>
<td>lc7b607rex2</td>
<td>9216</td>
<td>1.04, 1.88, 2.15, 6.69</td>
<td>10.80</td>
</tr>
<tr>
<td>lc7b0104rex2</td>
<td>9216</td>
<td>0.95, 1.38, 1.68, 7.03</td>
<td>8.67</td>
</tr>
<tr>
<td>21028</td>
<td>43008</td>
<td>1.14, 1.45, 1.85, 49.12</td>
<td>1.35, 1.53</td>
</tr>
<tr>
<td>16275</td>
<td>43512</td>
<td>1.93, 2.00, 2.78, 10.40</td>
<td>11.90, 15.80</td>
</tr>
<tr>
<td>43957</td>
<td>43008</td>
<td>1.14, 1.45, 1.85, 3.40</td>
<td>1.90, 3.89</td>
</tr>
<tr>
<td>41602</td>
<td>43008</td>
<td>1.19, 1.28, 1.75, 6.42</td>
<td>10.57, 12.36</td>
</tr>
<tr>
<td>15739</td>
<td>9216</td>
<td>1.76, 1.66, 2.42, 7.67</td>
<td>6.45, 10.02</td>
</tr>
</tbody>
</table>

Antoniol, 2006) also tested their method on images 21028, 16275, 43957, 41602 and 15739 reporting higher RMSEs than the ones obtained by the method proposed in this paper (image ID 51509 could not be tested because it is no longer available for download from SMD). The whole algorithm takes approximately 15 seconds for a typical subgrid like this on a 1.6 GHz AMD-64 under Matlab and Linux, including I/O operations.

4 CONCLUSIONS

In this paper an automatic approach is proposed to address the location of microarray subgrid spot centers. The method relies on the assumption that spotted microarray images can be regarded as regular texture images and consequently texture spatial characterization techniques are suitable to be applied. This is due to the regularity and pseudo-periodicity exhibited by microarray images.

Experimental results on synthetic and real images show that the proposed method outperforms the ones provided by a state-of-the-art microarray analysis tool (namely the UCSF-Spot) especially when large image rotations and unequal row and column spacings are present. The present authors believe that the method yields promising results improving accuracy over widely used tools available in the literature.
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