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Abstract: This paper aims to implement a Support Vector Machines (SVMs) based text classification system for Arabic language articles. This classifier uses CHI square method as a feature selection method in the preprocessing step of the Text Classification system design procedure. Comparing to other classification methods, our classification system shows a high classification effectiveness for Arabic articles term of Macroaveraged $F_1 = 88.11$ and Microaveraged $F_1 = 90.57$.

1 INTRODUCTION

Text Classification (TC) is the task to classify texts to one of predefined categories based on their contents (Manning and Schütze, 1999). It is also referred as Text categorization, document categorization, document classification or topic spotting. And it is one of the important research problems in information retrieval IR, data mining, and natural language processing. TC has many applications that are becoming increasingly important such as document indexing, document organization, text filtering, word sense disambiguation and web pages hierarchical categorization. TC research has received much attention (Sebastiani, 2002). It has been studied as a binary classification approach (a binary classifier is designed for each category of interest), a lot of TC training algorithms have been reported in binary classification e.g. Naïve Bayesian method (Yang and Liu, 1999), $k$-nearest neighbours ($k$NN) (Yang and Liu, 1999), support vector machines (SVMs) (Joachims, 1998) etc. On the other hand, it has been studied as a multi classification approach e.g. boosting (Schapire and Singer, 2000), and multiclass SVM (Vapnik 1998). In this paper, we have restricted our study of TC on binary classification methods and in particular to Support Vector Machines (SVMs) classification method for Arabic Language articles.

The rest of this paper is organized as follows. In section 2, the text classification procedure is described. Experiment results and conclusions are discussed in sections 3 and 4 respectively.

2 TEXT CLASSIFICATION PROCEDURE

The TC system design usually compromise three main phases:

- Data pre-processing phase is to make the text documents compact and applicable to train the text classifier.
- The text classifier, the core TC learning algorithm, shall be constructed, learned and tuned using the compact form of the Arabic dataset.
- Then the text classifier shall be evaluated (using some performance measures). Then the TC system can implement the function of document classification.

The following sections 2.1, 2.2 and 2.3 are devoted to data pre-processing, text classifier and TC performance measures.

2.1 Data Pre-processing

2.1.1 Arabic Data Set

Since there is no publicly available Arabic TC corpus to test the proposed classifier, we have used an in-house collected corpus from online Arabic newspaper archives, including Al-Jazeera, Al-Nahar,
As mentioned before, this pre-processing aims to transform the Arabic text documents to a form that is suitable for the classification algorithm. This phase processes the Arabic documents according to the following steps: (Benkhalifa, et.al, 2001) and (ElKourdi, et.al 2004).

- Each article in the Arabic data set is processed to remove digits and punctuation marks.
- We have followed (Samir et.al 2005) in the normalization of some Arabic letters such as the normalization of “ء” (hamza) in all its forms to “ا” (alef).
- All the non Arabic texts were filtered.
- Arabic function words (such as “أخير”, “أبداء”, “أحد” etc.) were removed. The Arabic function words (stop words) are the words that are not useful in IR systems e.g. pronouns and prepositions.
- The vector space representation (Salton, et.al. 1975) is used to represent the Arabic documents.
- We have not done stemming because it is not always beneficial for text categorization, since many terms may be conflated to the same root form (Hofmann, 2003).

In Vector space model (VSM), Term frequency TF concerns with the number of occurrences a term $i$ occurs in document $j$ while inverse document frequency IDF concerns with the term occurrence in a collection of texts and it is calculated by $IDF(i) = \log(N / DF(i))$, where $N$ is the total number of training documents and DF is the number of documents that term $i$ occurs in.

In information retrieval, it is known that TF makes the frequent terms more important. As a result, TF improves recall. On the other hand, the inverse document frequency IDF makes the terms that are rarely occurring in a collection of text more important. As a result, IDF improves precision.

Using VSM (Salton and Buckley, 1988) shown that combining TF and IDF to weight terms ($IDF.TF$ ) gives better performance. In our Arabic dataset, each document feature vector is normalized to unit length and the $IDF.TF$ is calculated.

### 2.1.3 Feature Extraction

In text categorization, we are dealing with a huge feature space. This is why; we need a feature selection mechanism. The most popular feature selection methods are document frequency thresholding (DF) (Yang and Pedersen, 1997), the $X^2$ statistics (CHI) (Schutze, et.al, 1995), term strength (TS) (Yang and Wilbur, 1996), information gain (IG) (Yang and Pedersen, 1997), and mutual information (MI) (Yang and Pedersen, 1997).

The $X^2$ statistic (Yang and Pedersen, 1997) measures the lack of independence between the text feature term $t$ and the text category $c$ and can be compared to the $X^2$ distribution with one degree of freedom to judge the extremeness. Using the two-way contingency table (Table 1) of a term $t$ and a category $c$, $A$ is the number of times $t$ and $c$ co-occur, $B$ is the number of times $t$ occurs without $c$, $C$ is the number of times $c$ occurs without $t$, $D$ is the number of times neither $c$ nor $t$ occurs, and $N$ is the total number of documents. The term-goodness measure is defined as follows:

$$X^2 = \frac{N \times (AD - CB)^2}{(A+C) \times (B+D) \times (A+B) \times (C+D)}$$

This $X^2$ statistic has a natural value of zero if $t$ and $c$ are independent. Among above feature selection methods (Yang and Pedersen, 1997) found (CHI) and (IG) most effective. Unlike (Joachims, 1998) where he has used (IG) in his experiment, we have used CHI as a feature selection method for our Arabic Text categorization system.

<table>
<thead>
<tr>
<th></th>
<th>$A =$ $#(t,c)$</th>
<th>$B =$ $#(t,\neg c)$</th>
<th>$C =$ $#(\neg t,c)$</th>
<th>$D =$ $#(\neg t,\neg c)$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$N =$ $A + B + C + D$</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### 2.2 Text Classifier

As any classification algorithm, TC algorithm has to be robust and accurate. Numerous classification algorithms have been implemented for TC tasks. Support Vector Machines proves to be best. Many other classical methods (Mitchell 1996) have been investigated in literatures, e.g. k-NN and Naive Bayes classifiers.
SVMs is briefly presented in section 2.2.1. k-NN and Naïve Bayes classifiers are briefly presented in sections 2.2.2 and 2.2.3 respectively.

2.2.1 Support Vector Machine

Support Vector Machines (SVMs) are binary classifiers, which were originally proposed by (Vapnik, 1995). SVMs (Joachims, 1998) and other kernel based methods e.g. (Hofmann, 2000 and Takamura, et.al. 2004) have shown empirical successes in the field of TC.

TC empirical results have shown that SVMs classifiers are performing well. Simply because of the following text properties (Thorsten, 1998):
- High dimensional text space: In text documents, we are dealing with a huge number of features. Since SVMs use overfitting protection, which does not necessarily depend on the number of features, SVMs have the potential to handle large number of features.
- Few irrelevant features: We assume that most of the features are irrelevant (feature selection tries to determine them).
- Document vectors are sparse: For each document, the corresponding document vector contains only few entries, which are not zero.
- Most text categorization problems are linearly separable.

This is why SVMs based classifiers are working well for TC tasks. However, other kernel methods have outperformed SVMs method e.g. hyper plane-based TOP kernel, (Takamura et. al.2004).

Given the training examples \( \{(x_i, y_i)\}_{i=1}^{l} \) with input data \( x_i \in \mathbb{R}^d \) and the corresponding binary class label \( y_i \in \{-1, +1\} \). In SVMs, a separating hyperplane with the largest margin \( f(x) = wx + b \) is constructed on the condition that the hyperplane discriminates all the training examples correctly. (Figure 1 shows the distance between the hyperplane and its nearest vectors). This condition is relaxed in the non-separable case. To ensure that all the training examples are classified correctly \( y_i(x_i, w+b) - 1 \geq 0 \) must hold for the nearest examples. Two margin-boundary hyperplanes are formed by the nearest positive examples and the nearest negative examples. Let \( d \) be the distance between these two margin-boundary hyperplanes, and \( \overline{x} \) be a vector on the margin-boundary hyperplane formed by the nearest negative examples. Then equations (1) and (2) are hold.

\[-1 \times (\overline{x}, w+b) - 1 = 0, \quad (1)\]
\[+1 \times ((\overline{x} + dw/ |w|), w+b) - 1 = 0. \quad (2)\]

Noting that the margin is half of the distance \( d \) and computed as \( d/2 = 1/|w| \). It is clear that maximizing the margin is equivalent to minimizing the norm of \( w \).

So far, we have shown a general framework for SVMs. SVMs classifier is dealing with two different cases: the separable case and the non-separable case.

![Figure 1: Support Vector Machines.](image)

In the separable case, where the training data is linearly separable, the norm \( |w| \) minimization is accomplished according to equation (3):

\[
\begin{align*}
\min & \quad \frac{1}{2} |w|^2 \\
\text{s.t.} & \quad \forall i, y_i(x_i, w+b) - 1 \geq 0
\end{align*}
\]

(3)

In the non-separable case, where real data is usually not linearly separable, the norm \( |w| \) is minimized by equation (4):

\[
\begin{align*}
\min & \quad \frac{1}{2} |w|^2 + C \sum_i \xi_i \\
\text{s.t.} & \quad \forall i, y_i(x_i, w+b) - 1 + \xi_i \geq 0, \\
& \quad \forall i, \xi_i \geq 0
\end{align*}
\]

(4)

where \( \xi_i (\forall i) \) are slack variables, which are introduced to enable the non-separable problems to be solved (Cristianini et al. 2000), in this case we allow few examples to penetrate into the margin or even into the other side of the hyperplane.

Skipping the details of using the Lagrangian theory, equations (3) and (4) are converted to dual problem as shown in equations (5) and (6), where
\(\alpha_i\) is a Lagrange multiplier, \(C\) is a user-given constant.

\[
\begin{align*}
\text{max.} & \quad \sum_i \alpha_i - \frac{1}{2} \sum_{i,j} \alpha_i \alpha_j y_i y_j x_i x_j \\
\text{s.t.} & \quad \sum_i \alpha_i y_i = 0, \quad \forall i, \alpha_i \geq 0.
\end{align*}
\tag{5}
\]

\[
\begin{align*}
\text{max.} & \quad \sum_i \alpha_i - \frac{1}{2} \sum_{i,j} \alpha_i \alpha_j y_i y_j x_i x_j \\
\text{s.t.} & \quad \sum_i \alpha_i y_i = 0, \\
& \quad \forall i, 0 \leq \alpha_i \leq C
\end{align*}
\tag{6}
\]

Because both problems in equations (5) and (6) have quadratic forms, they can be solved more easily than the primal optimization problems in equation (3) and (4). Solution can be done by a general purpose optimization package like MATLAB optimization toolbox. As a result we obtain equation (7) which is used to classify examples according to its sign, where \(\alpha_i (\forall i)\) and \(b\) are real numbers.

Kernel methods (Vapnik, 1995) are often combined with SVMs to compensate their limited separating ability. In kernel methods, the dot products in equations (6) and (7) are replaced with more general inner products \(K(x_i, x_j)\), called the kernel function. This means that the feature vectors are mapped into a higher dimensional space and linearly separated there. The significant advantage is that only the general inner products of two vectors are needed. This leads to a relatively small computational overhead. On the hand, the crucial issues for SVMs are choosing the right kernel function and the parameter tuning.

\[
f(x) = \sum_i \alpha_i y_i x_i + b
\tag{7}
\]

### 2.2.2 k-NN Classifier

k-NN classifier (Manning and Schütze, 1999), which constructs k-nearest neighbors as a basis for a decision to assign a category to a document, shows a very good performance on text categorization tasks for Arabic texts Language (Al-Shalabi et.al, 2006). It is worth pointing out that k-NN uses cosine as a similarity metric.

### 2.2.3 Naïve Bayes Classifier

Naïve Bayes classifier (Manning and Schütze, 1999) uses a probabilistic model of text. It achieves good performance results on TC task for Arabic texts (Elkourdi et.al 2004).

### 2.3 TC Performance Measures

Text classification performance is always considered in terms of computational efficiency and categorization effectiveness. When categorizing a large number of documents into many categories, the computational efficiency of the TC system shall be considered, this includes: feature selection method and the classifier learning algorithm.

TC effectiveness (Baeza-Yates and Ribeiro-Neto, 1999) is measured in terms of Precision, Recall and F1 Measures. Denote the precision, recall and F1 measures for a class \(C_i\) by \(P_i\), \(R_i\) and \(F_i\), respectively. We have:

\[
P_i = \frac{TP_i}{TP_i + FP_i}, \tag{8}
\]

\[
R_i = \frac{TP_i}{TP_i + FN_i}, \tag{9}
\]

\[
F_i = \frac{2PR_i}{P_i + R_i} = \frac{2TP_i}{2TP_i + FP_i + FN_i}, \tag{10}
\]

where \(TP_i\) are true positives; the set of documents that both the classifier and the previous judgments (as recorded in the test set) classify under \(C_i\); \(FP_i\) are false positives; the set of documents that the classifier classifies under \(C_i\), but the test set indicates that they do not belong to \(C_i\); \(TN_i\) are true negatives; both the classifier and the test set agree that the documents in \(TN_i\) do not belong to \(C_i\); \(FN_i\) are false negatives; the classifier does not classify the documents in \(FN_i\) under \(C_i\); the test set indicates that they should be classified under.

To evaluate the classification performance for each category, precision, recall, and F1 measure in equation (8-10) are used. To evaluate the average performance over many categories, the macro-averaging \(F_i\) and micro-averaging \(F_i\) are used and defined in equations (11) and (12) respectively.

\[
F_i^M = \frac{2[\sum_i R_i \sum_i P_i] - \sum_i R_i - \sum_i P_i}{\sum_i R_i + \sum_i P_i}, \tag{11}
\]

\[
F_i^m = \frac{2\sum_i TP_i - \sum_i FP_i - \sum_i FN_i - 2\sum_i TP_i}{\sum_i TP_i + \sum_i FP_i + \sum_i FN_i}. \tag{12}
\]

Macroaveraged \(F_i^M\) treats every category equally, and calculates the global measures as the means of the local measures of all categories.
Microaveraged F₁ computes an overall global measure by giving different weights to each category’s local performance measures based on their numbers of positive documents.

3 EXPERIMENT RESULTS

In our experiments, we have used the mentioned Arabic dataset for training and testing our Arabic text classifier. Following the majority of text classification publications, the Arabic stop words were removed, non Arabic letters were filtered out, symbols and digits were removed. But as mentioned before we have not applied a stemming process. For each text category (Table 2), one third of the articles were randomly specified and used for testing and the remaining articles were used for training the Arabic classifier. While conducting many experiments, we have tuned the $X^2$ feature extraction method to achieve the best Macroaveraged F₁-measure. The best results were achieved when extracting the top 162 terms for each classification category. We have noted that increasing the number of terms does not enhance the effectiveness the TC, on the other hand it makes the training process slower. The performance is negatively affected when decreasing the number of term for each category. While conducting some other experiments, and using $X^2$ scores, we tried to tune the number of selected CHI Square terms (in this case, unequal number of terms is selected for each classification category), but we could not achieve better results than those achieved using the 162 mentioned terms for each classification category. We have used an SVM package, TinySVM tool which can be downloaded from http://chasen.org/~taku/. The soft-margin parameter $C$ is set to 1.0 (other values of $C$ shown no significant changes in results). The results of our Arabic classifier in term of Precision and Recall for the Nine categories are shown in Table 3, the Macroaveraged F₁ score is 88.11, and the Microaveraged F₁ score is 90.57. For comparison purpose, we have used the same pre-processing steps to implemented Naïve Bayes and k-NN classifiers. It is obvious that our proposed classifier outperforms the Naïve Bayes and k-NN classifiers as shown in Table 4. Following (Samir et.al 2005) in the usage of light stemming to improve to performance of Arabic TCs, we have used (Larkey et.al 2002) stemmer to remove the suffixes and prefixes from the Arabic index terms. Unfortunately, we have concluded that light stemming does not improve the performance of our Arabic TC classifier, the Macroaveraged F₁-measure drops to 87.1. As mentioned before, the stemming is not always beneficial for text categorization problems (Hofmann, 2003). This may justify the Macroaveraged F₁-measure light drop.

<table>
<thead>
<tr>
<th>Category</th>
<th>Training texts</th>
<th>Testing texts</th>
<th>Document Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Computer</td>
<td>47</td>
<td>23</td>
<td>70</td>
</tr>
<tr>
<td>Economics</td>
<td>147</td>
<td>73</td>
<td>220</td>
</tr>
<tr>
<td>Education</td>
<td>45</td>
<td>22</td>
<td>68</td>
</tr>
<tr>
<td>Engineering</td>
<td>77</td>
<td>38</td>
<td>115</td>
</tr>
<tr>
<td>Law</td>
<td>65</td>
<td>32</td>
<td>97</td>
</tr>
<tr>
<td>Medicine</td>
<td>155</td>
<td>77</td>
<td>232</td>
</tr>
<tr>
<td>Politics</td>
<td>123</td>
<td>61</td>
<td>184</td>
</tr>
<tr>
<td>Religion</td>
<td>152</td>
<td>75</td>
<td>227</td>
</tr>
<tr>
<td>Sports</td>
<td>155</td>
<td>77</td>
<td>232</td>
</tr>
<tr>
<td>Corpus total number of articles</td>
<td></td>
<td></td>
<td>1445</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Category</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Computer</td>
<td>78.57143</td>
<td>68.75</td>
</tr>
<tr>
<td>Economics</td>
<td>93.02326</td>
<td>71.4286</td>
</tr>
<tr>
<td>Education</td>
<td>85.71429</td>
<td>85.7142</td>
</tr>
<tr>
<td>Engineering</td>
<td>97.36842</td>
<td>97.3684</td>
</tr>
<tr>
<td>Law</td>
<td>92.85714</td>
<td>81.25</td>
</tr>
<tr>
<td>Medicine</td>
<td>95.06173</td>
<td>98.7179</td>
</tr>
<tr>
<td>Politics</td>
<td>90</td>
<td>76.2711</td>
</tr>
<tr>
<td>Religion</td>
<td>96.1039</td>
<td>98.6667</td>
</tr>
<tr>
<td>Sports</td>
<td>100</td>
<td>85.7142</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Macroaverage F₁-measure</th>
<th>Microaverage F₁-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>88.11</td>
<td>90.57</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Classifier Type</th>
<th>Macroaveraged F₁-measure</th>
<th>Microaveraged F₁-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X^2$ feature extraction based SVMs</td>
<td>88.11</td>
<td>90.57</td>
</tr>
<tr>
<td>Naïve Bayes</td>
<td>82.09</td>
<td>84.54</td>
</tr>
<tr>
<td>k-NN</td>
<td>75.62</td>
<td>72.72</td>
</tr>
</tbody>
</table>

4 CONCLUSIONS

We have investigated the performance of $X^2$ feature extraction method and the usage of SVMs classifier for TC tasks for Arabic language articles. Our classifier achieved practically accepted results and comparable research results. In regard to $X^2$, we
like to deeply investigate the relation between $A$, $B$, $C$ and $D$ values when dealing with small categories like (Computer and Education). For this particular category, we have played with the $X^2$ and the classifier parameters, but we could not enhance the Recall or the Precision values. The investigation of other feature selection algorithms remains for future works. And Building a bigger Arabic Language TC Corpus shall be considered as well in our future research.
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