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Abstract: This paper presents a scalable and user-friendly pre-trip training system for seniors and people with 
disabilities using panoramic videos. The proposed system allows travel trainers to annotate the videos 
according to the user disability and requirements. Such annotations will be displayed to the users during the 
training process. After training with the system, seniors and people with disabilities will be more likely to 
choose fixed route services while traveling in complex subway systems and indoor transportation hubs. 
Therefore, the use of the proposed platform will result in significant savings of paratransit services. 

1 INTRODUCTION 

According to the US Census Bureau (Census.gov 
2016) 56.7 million people (19% of the US 
population) – had a disability in 2010. Moreover, by 
2040 Americans aged 65 or older increase from 
14.5% to 21.7% of the population (Aoa.acl.gov 
2016). Subway stations and transportation hubs 
include complex multi-story underground buildings 
with crowded and noisy environments, which can 
overwhelm seniors and people with disabilities. 
Urban residents including the disabled and mobility-
impaired elderly are offered paratransit services as 
required by 1990 Americans with Disabilities Act 
mandate. 

According to a recent report (Kaufman et al., 
2016), paratransit demand is growing nationwide 
and costs continually increase (now $5.2 billion 
nationwide). In New York City, paratransit serves 
144,000 subscribers at $456 million per year; in the 
Chicago region, 50,000 subscribers are served at 
$137 million per year; in Boston, 80,000 at $75 
million per year.  

One effort to reduce the paratransit cost is to 
provide more accessibility in fixed route public 
transportation systems. Considering the users’ 
disabilities and the complexity of these indoor 
transportation environments, travel trainers are 
assigned to prepare them to travel independently. 
However, since the training budgets are limited, 
many seniors and people with disabilities will not be 

exposed to such valuable training.  
This paper attempts to reduce the cost of 

paratransit services and enhance the confidence of 
seniors and people with disabilities to use fixed 
route transportation. We introduce a virtual pre-trip 
training system that enables them to get familiar 
with the structure and features of the subway station 
or transportation hub. Such familiarity will instil 
confidence in these users and make their travel 
experience safer and more efficient. Therefore, they 
will be inclined to use fixed route services more 
frequently instead of the high cost paratransit 
services. Moreover, we provide tools for travel 
trainers that can integrate their expertize in the 
proposed system enabling users to train at their own 
pace, at their chosen time and from their own home. 

Different from traditional training, which 
requires both of trainers and trainees to be present in 
the target building (e.g. subway station), the virtual 
training system uses panoramic videos to represent 
the target environment. In such a virtual 
environment, trainers can annotate the video with 
the necessary information tailored to the user’s 
disability or requirements. The annotations will be 
shown to the users when they are relevant to the 
training context.  

The system includes the following parts: 

 Video Recording: In order to generate 
panoramic videos, 4 GoPro cameras are used 
to capture the environment in four main 
directions, i.e. front, back, left and right. The 
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personnel will capture the video in the pre-
planned paths in the target building. Using 
these videos we generate a geo-referenced 
panoramic video. 

 Annotations: The trainer will annotate the 
videos to meet different requirements for 
people with different disabilities. These 
annotations can include any travel information 
that can benefit the user, such as landmarks, 
facility information, or even notes.  

 Virtual Training: Seniors and people with 
disabilities can use this system in three 
different modes: 1) take a virtual tour of the 
paths selected by their trainers, 2) visit a 
specific landmark, or 3) explore the building 
by themselves. 

 

The paper is organized as follows. In the next 
section we introduce related work and in Section 3 
we present the system architecture. Section 4 
presents a case study of how this system will be used 
and Section 5 concludes the paper.   

2 RELATED WORK 

Constructivism (Duffy and Jonassen 2013) is a 
philosophical viewpoint that students can construct 
their knowledge and understanding in a contextual 
and visually rich environment by interacting with the 
training information. Many researchers and game 
developers start to design games or simulators for 
different training purpose other than pure 
entertainment. This type of games is called “serious 
games”, which are described as the next wave of 
technology-mediated learning. A well-known 
example is Microsoft Flight Simulator, a 
comprehensive simulation of civil aviation 
(Microsoft.com 2016). There are also a number of 
projects focusing on special training for people with 
disabilities, such as training for mobility and 
navigation skills for visually impaired children 
(Allain 2015) (Simões 2014) (Magnusson 2011) 
(Cavaco 2015), and cognitive training and screening 
for Alzheimer patients (Bouchard 2012) (Boletsis 
2016) (Imbeault 2011) (Manera 2015). 

It is well known that the quality of the game 
environment can determine user’s satisfaction. For 
instance, the system presented in (Sánchez 2010), 
Audio-based Environment Simulator (AbES), only 
constructs a 2D tile-based environment, as the game 
aims to provide projected sound to visually impaired 
and blind users based on 2D spatial relationships. 
XVR, which is an Emergency Training Platform, 

builds very vivid 3D models and environments to 
recover from stress in disaster field (Xvrsim.com 
2016). The construction of the 2D environment built 
in AbES is easy to construct since it includes less 
details of the target building. However, modelling 
the environment used in XVR will be very time-
consuming. 

In this paper we propose a training system that 
uses geo-referenced panoramic videos that represent 
the virtual environment. Using panoramic videos has 
several advantages compared with 2D or 3D 
modelling environments presented above. First, the 
virtual environment represented by the panoramic 
video can provide a similar experience as walking 
through the real environment, including obstacles, 
furniture, decorations, and even noise and crowd.  

Second, the virtual environment preparation 
obtained by recording videos in the target building is 
a simpler process than generating a 3D environment. 
The video recording in the target building requires 
lower level skills than modelling a 3D building 
structure from a blueprint.  

There are a few systems that use videos to 
generate tourist information guides. The system 
described in (Mildner 2013) uses multiple video 
sequences to generate a virtual video tour of an 
outdoor environment. In (Zhang 2010) the authors 
present a novel system for registering videos. 
Instead of using video sequences, given start and end 
points, the system in (Peng 2010) can automatically 
connect to Google Maps to query Street View 
pictures in the planned route, and generate a smooth 
scenic video. In (Zhao 2015) the authors propose to 
use video captured by a dashboard camera to 
construct a city virtual tour. The viewing and 
interaction in an emerging type of interactive TV 
explored in (Zoric 2013) are showing the benefits of 
interacting with panoramic content. Streaming a 
panoramic video on mobile devices is also attempted 
in (Barkhuus 2014). To the best of the authors’ 
knowledge there are no published systems that 
consider pre-trip planning systems in indoor 
environments for seniors and people with 
disabilities. 

3 SYSTEM ARCHITECTURE 

The system architecture, which is shown in Figure 1, 
includes four components: the video recording 
process, the server, the annotation application, and 
the training application.  

Both training and annotation applications are 
developed using Unity3D, which is 3D game 
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development engine. The annotation application is a 
desktop application designed for trainers to add and 
edit annotations in the panoramic video. The trainers 
will view the panoramic video in a 3D renderer 
display, and then edit any necessary trainee 
information through the user interface. All 
annotations will be uploaded to the server and saved 
in the annotation database. The training application 
enables the trainees to view the panoramic video in a 
3D renderer display with overlaid annotation. Users 
can view a selected video directly, or video 
sequences by selecting the source and destination of 
a path. 

We provide a brief description of each 
component below. 

3.1 Video Recording Process 

To record the target environment, the video 
recording process uses a helmet-mounted rig (Figure 
2) with 4 GoPro cameras. All videos will be 
uploaded to the server. Similar to GIS representation 
of maps (Data.geocomm.com, 2016), we generate a 
graph of our indoor environment using its Blueprint. 
All the links in this graph will be recorded in both 
directions.  

The GoPro camera rig we use for video 
recording evenly positions 4 cameras to cover the 
recording of all four directions on the horizon plane. 
The panoramic video generated using this layout is 
displayed in Figure 3. The black areas on the top and 
bottom parts indicate blank top view and bottom 
view, which are not informative in indoor 
environments. 

In order to show this video correctly, we apply it 
as texture on a spherical shape, which is centred at 
the user’s camera. Simply panning the camera along 
with user’s operations can simulate turn movements. 
By playing the video, the user can watch any 
direction along the path. 

3.2 Server 

The server functionality includes:  

 Video Reception and Storage: the server 
stores the videos captured by the video 
recording process in a video file system.  

 Generate a Panoramic Video with 360-
Degree Panning View: To obtain the 
panoramic video we synchronize and stitched 
up together the videos based on common 
features detected in overlapped areas captured 
by adjacent cameras. The panoramic videos 
are stored in another video file system. 

 Content Loading Services: One service 
selects and transmits content for annotation; 
the other service displays pre-trip training 
annotated video. 

 

Figure 1: System Architecture. 
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3.3 Annotation Application 

Two types of annotations can be added into the 
videos. One indicates landmarks in distance, which 
requires the trainer to edit the red beam that points to 
them. The other annotation type includes landmarks, 
which indicate a location or area in the current 
position. For example, in a subway station the 
trainers can annotate a fare gate. For visually 
impaired, the audio annotation can be “The fare gate 
with a beeping sound is located in front of you”. For 
cognitive impaired, the text and/or audio annotation 
can be “ The fare gate is located under the green 
light in front of you”.  

These annotations will also be used for 
destination selection and wayfinding algorithm. 
When the annotation process is completed, the 
trainer can click on the “export content” button to 
synchronize with the server. 

The trainer will determine paths (each path is 
defined by two waypoints) and/or specific 
landmarks that the user needs to explore using the 
training application. For example, the trainer will 
generate tasks pertinent to emergency evacuation. 
Such tasks may include multiple sources leading to 
an accessible exit as well as designate specific exits 
as landmarks to further explore. 

3.4 Training Application 

The training application is designed to represent the 
virtual environment including the trainer’s 
annotations. Users can start a training session from a 
specific landmark of interest or the start point of a 
selected path, and control their movements using the 
keyboard to “proceed”, “look left”, and “look right”. 
Annotations will be shown when the user’s position 
is within a certain distance from the landmark.  

4 CASE STUDY 

In this case study we introduce the system 
deployment and usage in a subway section of North 
Station, Boston, MA. We introduce the following 
steps: video recording, annotation application, and 
training application.  

4.1 Video Recording 

Using the Blueprints, we first plan the recording 
paths that cover the most utilized paths between 
different locations of interest, such as entrances, 
ticket machines, ticket gates, and platforms. We 

record the videos by following these paths wearing 
the camera rig described in the previous section and 
manually record key waypoints in each path like 
start locations, end locations, and turning locations. 
After the recording is finished, the video sequences 
and waypoints of the associated paths will be 
uploaded to the server for stitching and geo-
referencing. 

4.2 Annotation Design 

We assume that the trainer will prepare the 
application for seniors. The trainer will first select 
the building and profile using the interface shown in 
Figure 4a. Then the annotation application will load 
North Station Subway Station from the server and 
show all available video clips in a list (shown in 
Figure 4b). The trainer will choose and play a video 
from the list (shown in Figure 4c) and select 
important landmarks, e.g. the escalator connecting to 
the platform of another subway line. Through the 
annotation interface shown in Figure 4d the trainer 
adds relevant information to each landmark. The red 
beam shown at bottom center indicates the direction 
of this landmark relative to the position of the 
current frame. 
 
 
 

Figure 2: Camera Helmet with 4 GoPro Cameras. 

Figure 3: Example Frame of Panoramic Video.  
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Figure 4a: Screenshot of building and profile selection. Figure 4b: Screenshot of Video Material Selection. 

Figure 4c: Screenshot of panoramic video rendering. Figure 4d: Screenshot of annotation editing. 

Figure 5a: Screenshot of path and landmark selection. Figure 5b: Screenshot of training view. 
 

4.3 Training Application 

Following the tasks assigned by the trainer, the 
trainee explores North Station using the training 
application (Figure 5). After selecting the building 
name and his/her profile (Figure 4a), the trainee can 
either select a path (mention source and destination) 
or select a landmark (Figure 5a) to start the training 
session. When the trainee gets close to a landmark, a 
red “beam” will be overlaid and pointing to it 

(Figure 5b) and a description of this landmark will 
be shown on top.  

5 CONCLUSIONS AND FUTURE 
WORK 

The authors introduced a pre-trip training platform 
for seniors and people with disabilities, which use 
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panoramic video to represent the physical 
environment. The travel trainers can create 
annotations of important travel information for 
training purpose. This platform can increase the 
likelihood that seniors and people with disabilities 
will use fixed route services instead of paratransit 
services, significantly reducing the paratransit cost. 
Our next steps are to start trials with seniors and 
people with disabilities and understand in depth how 
to optimize this platform in order to provide 
maximum benefits to these users. 
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