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Abstract: Intrusion detection systems are an important component of defensive measures protecting computer systems 
and networks from abuse. The CICIDS2017 dataset is a rich dataset that contains the recent attack patterns 
on the network, therefore it suitable for IDS models. This paper focuses on the development of a new anomaly-
based IDS utilizing RNA encoding coupled with the Cuckoo Search Algorithm for pattern-matching 
optimization on the CICIDS2017 network traffic dataset. The proposed method involves four steps: picking 
up the records from the dataset at random, encoding the 83 attributes into RNA sequences, identifying the 
keys for optimal behaviour through the Cuckoo Search Algorithm, and employing a matching model to 
categorize records as benign or malicious. The integration of the Cuckoo Search Algorithm helps in adjusting 
the behaviour key selection process using global exploration (Levy flights) and local optimization that 
enhances accuracy and the detection rate. Performance analysis of the proposed method was done based on 
detection rate (DR) for each thread, DR for all threads, false alarm rate (FAR), accuracy, RNA encoding time, 
and keys matching time. This novel approach has the potential to improve the response to real-time network 
security threats and the ability to counter new forms of cyber threats. 

1 INTRODUCTION 

Cyberattacks represent an ever-growing threat that 
has become a real priority for most organizations. 
Where attackers used various scenarios to trick 
defence systems into entering the system and private 
information or causing harm. Detecting attacks has 
become necessary to save information privacy within 
computer systems. Where intrusion can have severe 
consequences, such as financial losses, theft of 
sensitive data, or even critical infrastructure 
disruptions (Bilot et al., 2023). An Intrusion 
Detection System (IDS) is an effective method to 
secure systems from cyber-attacks (Singh et al., 
2022). Emerging technologies such as Big Data, 
Internet of Things, Cloud Computing, Wireless 
Sensor Networks, etc. (Pirozmand et al., 2020; 
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Shivhare et al. 2020). Where IDS can be placed 
between the network switch and firewall, employing 
port mirroring technology to monitor incoming and 
outgoing network traffic enables the detection of 
intrusions. Figure 1 shows a running of IDS 
connectivity (Azam et al., 2023). 

 
Figure 1: Implementation of IDS. 
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To improve the effectiveness of the IDS and 
increase the speed of pattern matching, the RNA 
encoding with Cuckoo Search Algorithm (CSA) 
based IDS approach is presented in this paper. RNA 
encoding is applied to the network traffic data to map 
it into a biological format in order to effectively 
process the 83 attributes of the dataset. The method 
of finding out the most typical patterns in this 
encoded data is done by CSA, an optimization 
algorithm which mimics the actions of parasitic 
cuckoo birds. CSA effectively searches for the 
behaviour keys within the search space and uses Levy 
flights for the global search. In contrast, random 
walks are used for local optimization, guaranteeing 
that only the best patterns are used for classification. 
The inclusion of CSA into the IDS framework brings 
in the following benefits. First, CSA performs 
dynamic pattern matching by going through a 
population of behaviour keys and thus can respond to 
changes in the dataset and the threat landscape. This 
leads to increased DR and decreased FAR as 
compared to the matching algorithms used in the past. 

Second, CSA has a faster computational time than 
encoding and key matching to make the system 
suitable for real-time intrusion detection in large-
scale networks (Yang and Deb, 2010). The following 
are the advantages that can be obtained from the use 
of CSA in the IDS (Gupta and Kalra, 2020; Li et al., 
2024): 
• Avoiding Local Minima: The other benefit of 

CSA over the other conventional matching 
algorithms is that the CSA is not easily stuck in 
the local optimum. Levy flights are used to ensure 
that the algorithm can search throughout the 
whole search space, hence increasing the 
probability of identifying the best patterns for 
intrusion detection all over the world. This move 
also helps in minimizing false positive results and 
negative results.  

• Better Classification: CSA can potentially 
improve the performance of discriminating 
malicious traffic from benign traffic by 
identifying better pattern-matching patterns. This 
leads to a higher DR and lower FAR due to the 
fact that the optimization step is in a position to 
fine tune the matching keys for data.  

• Flexibility: CSA, on the other hand, is capable of 
real-time matching, unlike other methods that are 
fixed in as much as the traffic flow is concerned. 
This means that it can be used to always update 
the behaviour keys that are used in your IDS as 
new types of attacks surface hence making the 
IDS more robust.  

• Reduced Computation Time: CSA has been 
established to be efficient in the time complexity 
and hence can be used in real time intrusion 
detection. CSA is advantageous because unlike 
the situation where one has to think of all the 
patterns and, after that, eliminate the unsuitable 
ones, CSA is able to identify the suitable patterns 
right from the onset. 
This paper is structured as follows: Section 2 

presents the literature review of anomaly-based 
intrusion detection and optimization algorithms. In 
section 3, the authors provide the proposed method 
with a focus on RNA encoding as well as the CSA for 
extracting key behaviours. In section 4, the 
experimental setup and the performance evaluation of 
the proposed system are illustrated using the 
CICIDS2017 dataset. Finally, Section 5 provides the 
conclusion of the paper and points to further research. 

2 LITERATURE REVIEW 

Several new works deal with IDS based on different 
techniques. A new IDS is implemented by 
(Jayalatchumy et al. 2024) to enrich the intrusion 
detection performance, where the proposed method 
starts by reducing data methodologies, then applies 
the Crow search method to select the most significant 
features, and finally, the ensemble classifier method 
to classify the standard and invader labels. Multiple 
feature selection methods are applied for anomaly 
IDS (Eljialy et al., 2024) based on a software-defined 
networking dataset, where the proposed method uses 
different feature extraction methods to select the 
high-scoring features. A novel feature selection 
method is suggested (Tripathi et al., 2024) based on 
machine learning algorithms to detect intrusion 
threats more accurately, and this system is done with 
target features with a big effect on the target variable, 
where the achieved results showed an almost 51% 
reduction in irrelevant features. A genetic algorithm 
with a clustering method is applied for IDS (Fouad 
and Hameed, 2022) where the proposed method is 
used to recognize the incoming network traffic and 
classify it as either normal or attack. This system has 
two genetic algorithm models; the first one is used to 
handle digital features, and the second handles all 
features. Abdulboriy and Sun Shin, (2024) proposed 
an improvement method for IDS based on 
incremental majority voting, and this enhancement is 
done based on leveraging the collective decision-
making power of multiple machine learning models 
such as the KNN classifier, SoftMax Regressor and 
Adaptive Random Forest classifier. An anomaly 
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detection method is suggested (Li et al., 2022); this 
method is different from the existing and traditional 
generative adversarial networks method, where the 
proposed method includes a generator and a 
discriminator and is used to map the different traffic 
feature data from separate datasets. Nallakaruppan et 
al., 2024 executed a comparative test for different 
classification techniques for IDS based on machine 
learning. Then, they proposed a new security 
framework to overcome the intrusions on the host 
side. A new feature selection system is built for IDS 
(Rashid et al., 2029) by using DNA encoding and 
Short Tandem Repeats (STR) positions, where the 
performance of this method shows that the proposed 
method classification results are faster than the 
previous IDS methods.  

A new network IDS is proposed (Saikam and Ch, 
2024) based on the combination of deep networks and 
hybrid sampling, where this system starts by reducing 
the noise samples and then uses Deep Convolutional 
Generative Adversarial Networks to increase sample 
size; also, a deep network model is established based 
on DenseNet169. A novel IDS using an artificial 
neural network and genetic algorithm is suggested by 
(Cengiz et al., 2024), where the optimal weights are 
generated by applying a genetic algorithm and then 
used for the artificial neural network. A new IDS is 
built based on a few-shot class-incremental learning 
technique, and this system can learn new attacks by 
using a few samples; also, the proposed method 
contains a feature extraction model and classifier 
learning (Du et al., 2024). A new IDS idea is proposed 
by (Subhi et al., 2024) based on Deoxyribonucleic 
Acid (DNA) sequences and Shortest Tandem Repeat 
(STR), where DNA encoding is suggested to encode 
network traffic into DNA sequences, then used 
Teiresias algorithm to extract the STR values, and 
finally applied Horspool algorithm to classify testing 
dataset based on keys and their positions. Han et al. 
(2023) suggested a novel IDS by using binary particle 
swarm-wrapped feature selection, where the 
proposed method can enhance achieved accuracy 
results by increasing the relationship between training 
and feature selection method. A hierarchical IDS 
model is proposed by (Xu et al., 2023) based on 
applying many deep learning methods with attention 
mechanism, and this led to achieving different 
advantages such as reducing the noise based on the 
Stacked Convolutional Denoising Autoencoders 
model, extracting spatial features by using the CNN 
method, and the classification results are achieved by 
applying SoftMax classifier. Osa et al. (2024) 
designed the IDS method based on a Deep Neural 
Network, where data imbalance is managed by using 

SMOTE and Random Sampling, and the evaluation is 
done by using a single Jupyter notebook in the Google 
Collaboratory environment. 

3 MATERIALS AND METHODS 

This paper proposes a new anomaly IDS model using 
RNA encoding with CSA in order to enhance the 
pattern matching of the new proposed model based on 
the CICIDS2017 dataset; the reason for choosing this 
dataset over other datasets, this set includes the latest 
network attacks. The proposed system consists of 
four steps, which are listed in Figure 2. 

 
Figure 2: The proposed anomaly intrusion detection method 
steps 

The first step of the proposed method is data 
selection and pre-processing, where a random sample 
of the CICIDS2017 dataset is chosen to include all 
labels that represent different types of network traffic, 
which provides for normal, Benign, Bot, DDoS, DoS 
GoldenEye, DoS Hulk, DoS Slowhttptest, DoS 
slowloris, FTP-Patator, Heartbleed, Infiltration, 
PortScan, SSH-Patator, Web Attack (Brute Force), 
Web Attack (SQL Injection), and Web Attack (XSS). 
The selected data is then divided into the data used in 
training the model and the data used for testing.  

 The second step of the proposed method is RNA 
encoding, where all record attribute values convert 
into RNA characters; this is done by understanding 
the dataset features and the possible values for each 
attribute. Where this data set has 83 features and all 
possible attribute values are numerical values, which 
means the possible values range from 0 to 9 and 
floating points. In order to apply RNA encoding, each 
value is converted to two RNA characters, where 
these two characters can handle all possible values. 
An example of encoding 0 can be converted to “CT” 
and so on for other possible values. 

The third step of the suggested method is 
behaviour key extraction. This is done by using the 
Cuckoo Search Algorithm (CSA) to automatically 
extract the behaviour keys. This step involves finding 
the best patterns in the RNA sequences that would 
assist in distinguishing the traffic that is normal from 
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that which is an attack. CSA is iteratively applied to 
the current procedure to improve the selection of the 
patterns for classification and to maintain only the 
best ones.  

The final step is classification using CSA. The 
Cuckoo Search Algorithm is used subsequently for 
the behaviour keys extraction in order to perform 
pattern matching. CSA generates several patterns that 
are employed in the identification of whether or not 
the testing records constitute a threat. This means that 
if any of the extracted keys are present in the RNA 
sequence of a record, it is considered a benign record. 
If it does not, then it is categorised as a threat. CSA is 
adapted to our IDS framework to enhance the process 
of pattern matching. CSA is a nature-inspired 
optimization algorithm which is based on the brood 
parasitism of some species of cuckoos. In this 
behaviour, cuckoos lay their eggs in the nests of other 
birds of different species with the aim of replacing the 
genuine eggs of the host birds. Any strange egg 
present in the nest is removed, or the host bird stops 
attending the nest. This process is similar to how CSA 
investigates and optimizes potential solutions, which 
are improved until the optimal solution is discovered. 
Cuckoo Search Algorithm used for pattern matching 
based on the following stages:  
• Initializing P|otential Patterns: each pattern is a 

potential RNA sequence or behaviour key that 
may be used for the differentiation of benign and 
malicious traffic. The algorithm starts with a 
population of candidate solutions, or ‘patterns,’ 
of which each is a key extracted from the RNA-
encoded data set. These initial patterns are 
generated randomly and are spread over a very 
large area of possibility of the RNA sequences.  

• Fitness Evaluation and Optimization: the 
following step is to measure the fitness of each 
pattern that has been developed. In our IDS, the 
fitness of a pattern is defined by the ability of a 
pattern to classify traffic into either benign traffic 
or malicious traffic categories. The fitness 
function includes the detection rate (DR), false 
alarm rate (FAR), and the total accuracy of 
classification. The patterns that exhibit higher 
accuracy and DR are preferred, while the patterns 
that lead to higher FAR are penalized.  

• Levy Flights and Exploration: CSA has the 
capability of performing Levy flights, and this 
has been considered one of the strengths of this 
algorithm as it helps to perform the global search. 
Levy flights consist of making a random walk or 
large jumps across the solution space and thus 
avoid being trapped in local optima. They are 
crucial in this global exploration to help identify 

such patterns that are otherwise not easily 
discernible in the regular search algorithms. 

• Replacement and Elitism: in each iteration, the 
current patterns which are not very effective are 
substituted by new patterns that are based on the 
Levy flight process. It uses both random search 
and elitism in order to enable the algorithm to 
search for the solutions while at the same time 
exploiting the promising solutions. This aids in 
ensuring that only the best of patterns (nests) are 
retained and improved on all the time. During the 
training of the gradient boosting, the algorithm 
finds the best set of patterns which yields the best 
performance.  

Finally, when the set of behaviour keys is 
optimized for the final time using the Cuckoo Search 
Algorithm, the keys are used to classify the network 
traffic. These optimized patterns are employed to 
search the RNA sequences available in the testing 
dataset. If any of the extracted and optimized keys is 
present in a record, then such a record is considered 
to be benign. If there is no match with the key, then 
the record is labelled as a threat. This process is 
highly efficient especially due to CSA’s effectiveness 
in the matching process. 

4 RESULTS AND DISCUSSIONS 

As criteria used for assessing the performance of the 
proposed RNA encoding approach integrated with the 
Cuckoo Search Algorithm, the following parameters 
were used: the detection rate (DR) for each attack 
separately, the DR for the total attack records, the 
false alarm rate (FAR), the accuracy of the proposed 
method, the time required to encode the records into 
RNA characters, and the needed time to classify the 
records either to benign or threat. The obtained DR 
results for each attack separately are shown in Table 
1 and Figure 3. 

Table 1: The detection rate results for each attack type. 

Attack name Detection Rate 
Bot 86% 

DDoS 93% 
DoS GoldenEye 81% 

DoS Hulk 92.44% 
DoS Slowhttptest 96% 

DoS slowloris 96.3% 
FTP-Patator 95.5% 
Heartbleed 87.5% 
Infiltration 100% 
PortScan 89.07% 

SSH-Patator 99% 
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Brute Force 92% 
Sql Injection 100% 

XSS 93% 

 
Figure 3: The detection rate results for each attack type. 

As shown in Table 1 and Figure 3, the achieved 
detection rate for all attacks separately is good. Where 
the highest DR result is achieved for SQL injection 
attack and is equal to 100%, and the lowest DR results 
are equal to 81% for DoS GoldenEye attack. 

The obtained DR, FAR, and accuracy for the 
suggested anomaly IDS method are listed in Table 2 
and Figure 4. 

Table 2: Obtained DR, FAR, and accuracy results. 

 Results 
Detection Rate 92.84%
False alarm rate 19.6%

Accuracy 92.22%

As mentioned in Table 2 and Figure 4, the 
obtained DR, FAR, and accuracy by applying the 
proposed method are equal to 92.84%, 19.6%, and 
92.22%, respectively. 

 
Figure 4: The detection rate results for each attack type. 

Finally, the performance of the proposed method 
is calculated based on the time needed for RNA 

encoding and classification in terms of seconds for all 
random testing records and for one record only, and 
these times are listed in Table 3 and Figure 5. 

Table 3: The required times for both RNA encoding and 
classification 

 Results 
RNA encoding time for all 10000 records 74.5 sec
Classification time for all 10000 records 30 sec
RNA encoding time for one record 0.00745 sec
Classification time for one record 0.003 sec

 
Figure 5: The detection rate results for each attack type. 

Table 3 and Figure 5 show the time needed to 
encode one record and all testing records (10000 
records) to RNA characters are equal to 0.0074 and 
74.5 seconds, respectively, while the time required 
for applying the CSA algorithm for classification 
based on extracted keys for one record and all testing 
records are equal to 0.003 and 30 seconds 
respectively. 

5 CONCLUSIONS 

In this paper, an IDS that employs RNA encoding and 
CSA for pattern-matching optimization was 
demonstrated as an anomaly-based IDS. Through the 
incorporation of CSA into the pattern-matching 
phase, the detection rate was boosted, the false alarms 
were minimized and the classification ability of the 
system was also enhanced. CSA enabled the 
flexibility in the ‘‘behavior keys’’ that only the 
optimal patterns would be used in classification. The 
results clearly show that the proposed method 
achieves high accuracy and real-time detection rate 
for intrusion detection. Future work could be 
performed by integrating CSA with other 
optimization algorithms or by trying different 
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encoding schemes. Moreover, the system could be 
expanded to cover more intricate network topology 
which will enhance the overall security of the system 
in cyber security. 
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