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In recent years, the large-scale dissemination of misinformation through social media has become a critical
issue, undermining public health, social stability, and even democracy. In many developing countries, such as
Brazil, India, and Mexico, the WhatsApp messaging app is one of the primary sources of misinformation. Re-
cently, automatic misinformation detection using machine learning methods has emerged as an active research
topic. However, not all misinformation is equally significant. For instance, widely spread misinformation can
have a greater impact and tends to be more persuasive to users. In this context, we address the early detec-
tion of misinformation virality by analyzing the textual content of WhatsApp messages. First, we introduced
a large-scale, labeled, and publicly available dataset of WhatsApp messages, called FakeViralWhatsApp.Br,
which contains 52,080 labeled messages along with their respective frequencies. Next, we conducted a series
of binary classification experiments, combining three feature extraction methods, three distinct token genera-
tion strategies, two preprocessing approaches, and six classification algorithms to classify messages into viral
and non-viral categories. Our best results achieved an F1-score of 0.98 for general posts and 1.0 for misinfor-

mation messages, demonstrating the feasibility of the proposed approach.

1 INTRODUCTION

In recent years, the large-scale dissemination of mis-
information through social media has become a crit-
ical issue. In many developing countries, such as
Brazil, India, and Mexico, one of the primary sources
of misinformation is WhatsApp, a popular instant
messaging application. The WhatsApp messaging
app is extremely popular in Brazil, with over 165 mil-
lion users out of a total population of approximately
214 million (de S4 et al., 2021). WhatsApp’s popular-
ity is primarily due to its versatility and ease of use.
In addition, WhatsApp offers two essential fea-
tures facilitating content spread: public groups and
channels. These functionalities are accessible through
invitation links and generally focus on specific discus-
sion topics such as politics, sports, finance, or educa-
tion. WhatsApp enables users to join or share public
groups and channels, allowing them to connect with
hundreds of people simultaneously and quickly re-
ceive and distribute digital content. Due to their pop-
ularity, many WhatsApp groups and channels have
been used to spread misinformation, particularly as
part of coordinated political or ideological campaigns.
Automatic misinformation detection based on ma-

Nascimento, F., Sousa, M., Martins, G., Monteiro, J. M., Machado and J.
Detecting Misinformation Virality on WhatsApp.
DOI: 10.5220/0013646800003967

chine learning methods has been an active research
topic in recent years (Cabral et al., 2021; Martins
et al., 2021a; Martins et al.,, 2021b). However, the
effectiveness of online surveillance is limited by the
cost of issuing alerts for all WhatsApp messages that
contain misinformation indiscriminately, especially
since not all misinformation is equally significant. For
example, widely spread misinformation can have a
more substantial impact, as high virality reinforces
perceived social norms (Kim, 2018). By accurately
estimating the virality of the message in the context
of misinformation detection, we can more efficiently
track misinformation on the WhatsApp platform.

In this paper, we address the prediction of misin-
formation virality using the textual content of What-
sApp messages. Furthermore, we introduce FakeVi-
ralWhatsApp.Br, a large-scale, labeled, and publicly
available dataset of WhatsApp messages, collected
from public chat groups. Then, we conducted a series
of experiments to evaluate six algorithms in classify-
ing messages into viral and non-viral categories. Our
best results achieved an F1-score of 0.98 for general
posts and 1.0 for misinformation messages.

The remainder of this paper is organized as fol-
lows. Section 2 presents our “WhatsApp Virality”
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definition. Section 3 discusses the main related work.
Section 4 describes the methodology used in this in-
vestigation. Section 5 presents the experimental re-
sults. Conclusions and future work are presented in
Section 6.

2 WHATSAPP VIRALITY
DEFINITION

Messages in WhatsApp can be divided into two
groups as follows:

* Viral Messages: which are sent by audiences of
channels to other users or different groups.

* Ordinary or Non-Viral Messages: which are only
read by the users in channels, not sent to others.

In this work, we propose an embracing definition
for the concept of “Virality on WhatsApp”, which is
formulated next:

Definition 2.1 (Viral Message). A published message
k, in a set of n WhatsApp messages, is called viral if
the associated post counter is greater than t% of the
frequency of the other posts.

3 RELATED WORKS

In recent years, there has been increasing interest in
detecting viral messages across various social net-
works, including Twitter and Telegram. However, few
studies have explicitly focused on the WhatsApp plat-
form.

The problem of predicting viral messages on Tele-
gram was investigated in (Dargahi Nobari et al.,
2021). In this paper, the authors proposed statistical
and word embedding-based approaches to detect vi-
ral messages on Telegram. Their experiments demon-
strated that the word embedding approach signifi-
cantly outperformed other baseline models, achieving
an F1-score of 0.88.

The Twitter network has been investigated in
many works. In (Esteban-Bravo et al., 2024), a fore-
casting methodology was presented to predict the
virality level of fake news using only its content.
Specifically, machine learning models were used to
classify fake news into four levels of virality. Using a
large dataset of messages posted on Twitter, the Ran-
dom Forest algorithm achieved the best performance,
reporting an F1-score of 0.99.

In (Elmas et al., 2023), the authors leveraged Twit-
ter’s “Viral Tweets” dataset to assess existing metrics
for labeling tweets as viral and proposed a new one.

686

They also introduced a transformer-based model for
early detection of viral tweets, achieving an F1-score
of 0.79. In (Arunkumar and Jadhav, 2024), machine
learning algorithms were used to predict whether a
tweet would go viral. Additionally, the authors iden-
tified and validated the key factors contributing to a
tweet’s success.

In (Zhang and Gao, 2024), the authors proposed
a novel approach to predict viral rumors and vulnera-
ble users using a unified graph neural network model.
They pre-train network-based user embeddings and
leverage a cross-attention mechanism between users
and posts, besides a community-enhanced vulnerabil-
ity propagation (CVP) method to improve user and
propagation graph representations. Furthermore, they
employ two multi-task training strategies to mitigate
negative transfer effects among tasks in different set-
tings, enhancing the overall performance of the pro-
posed approach. The results showed that the proposed
approach outperforms baselines in all three tasks: ru-
mor detection, virality prediction, and user vulnera-
bility scoring. The proposed method reduces mean
squared error (MSE) by 23.9% for virality prediction,
reporting an MSE of 0.197 and 0.603 for Twitter and
WEIBO datasets, respectively.

In (Rameez et al., 2022), the authors introduced
ViralBERT, a model designed to predict tweet viral-
ity using both content and user features. Their results
showed that ViralBERT outperformed baseline mod-
els, reporting an F-Measure of 0.523 and an Accuracy
of 0.494.

In (Liu et al., 2024), the authors examined two
structural features of WhatsApp to analyze informa-
tion spread: breadth and depth. Breadth measures the
maximum number of groups to which a message is
simultaneously sent, while depth measures how often
a message is forwarded. By analyzing different dis-
semination patterns on WhatsApp, the study provided
insights into message propagation dynamics on pri-
vate messaging platforms.

In (Maarouf et al., 2024), the authors collected
25,219 cascades with 65,946 retweets from X (for-
merly known as Twitter) and classified them as hate-
ful vs. normal. Then, using a linear regression, they
estimated differences in the spread of hateful vs. nor-
mal content based on author and content variables.
The results pointed to important aspects that explain
differences in the spreading of hateful vs. normal con-
tent.



4 THE PROPOSED DATASET

To develop an automatic detector of misinformation
virality in the context of WhatsApp, it is essential
to use a large-scale dataset composed of messages
in Brazilian Portuguese (PT-BR) that have circulated
on this platform. However, no existing corpus with
these characteristics has been identified. To bridge
this gap, we built a dataset, named FakeViralWhat-
sApp.Br, consisting of messages collected from pub-
lic WhatsApp groups and channels. For this purpose,
we followed the guidelines proposed by (Rubin et al.,
2015) for constructing a corpus designed for classifi-
cation tasks.

4.1 Data Collection

The WhatsApp messages collection was conducted
using the platform described in (de Sa et al., 2023)
between September 1, 2023, and November 19, 2023.
On WhatsApp, a total of 269,473 messages were col-
lected from 179 public groups. Manually labeling
such a large volume of messages is unfeasible. There-
fore, a strategy to reduce the number of messages to
be annotated is necessary.

4.2 Data Anonymization

To ensure user privacy, personal data such as names
and phone numbers were anonymized. Additionally,
we applied a hash function to generate a unique and
anonymous identifier for each user based on their
phone number. Furthermore, a hash function was also
used to create a unique and anonymous identifier for
each group, derived from its name. Since these groups
are publicly accessible, our approach does not vio-
late WhatsApp’s privacy policy' nor the General Data
Protection Law (LGPD).

4.3 Data Labeling

Data labeling, the process of annotating data to train
supervised machine learning models, is a complex
task (Haber et al., 2023). Its main challenges in-
clude label quality and consistency, cost aspects, etc.
In this context, we needed to determine whether a
given WhatsApp message was viral or not. For this,
we used Definition 2.1, where a published message
k, in a set of n messages, is called viral if the as-
sociated post counter is greater than t% of the fre-
quency of the other posts. In this work, we used

Uhttps://www.whatsapp.com/legal/privacy-policy
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t = 90%, that is, a message k will be labeled as “vi-
ral” if its post counter is greater than 90% of the fre-
quency of the other posts. Thus, using ¢ = 90%, of
the total of 164,662 messages, 16,466 posts were la-
beled as “viral” and 148,196 were labeled as “non-
viral”. It is important to note that, after this step, we
obtained a highly unbalanced dataset. Then, we ap-
plied an undersampling strategy to address this issue
by randomly selecting a subset of non-viral messages,
resulting in 16,466 posts. After this procedure, the
resulting dataset comprised 16,466 viral and 16,466
non-viral messages, totaling 52,080 posts. We will
refer to this subset as the “Viral Dataset”. The defi-
nition of virality based on message frequency is sup-
ported by well-established research in the field of mis-
information on messaging platforms (Resende et al.,
2019). In future work, we intend to study this thresh-
old sensitivity.

Next, we assessed whether a given message in-
cluded any form of misinformation. However, man-
ually labeling 52,080 messages is unfeasible. There-
fore, a strategy to reduce the number of messages to
be annotated is necessary. We applied the follow-
ing strategy to reduce the number of messages to be
labeled. From the subset of 16,466 viral messages,
a message was randomly selected and subsequently
labeled. We repeated this procedure until we ob-
tained 1,000 viral messages containing misinforma-
tion. Then, we repeated this strategy for the subset
of 16,466 non-viral messages, obtaining 1,000 non-
viral messages containing misinformation. This pro-
cess results in a balanced subset, called “Misinforma-
tion Dataset”, containing 2,000 misinformation posts.

It is important to emphasize that the labeling pro-
cess was entirely manual to ensure a high-quality tex-
tual corpus. Three annotators conducted the labeling
process, and disagreements were resolved through a
collective review to ensure consistency and reliability.
The FakeViralWhatsApp.Br dataset can be accessed
freely from a public repository 2.

S EXPERIMENTAL EVALUATION

5.1 Baseline Evaluation
To provide a baseline for the problem of predicting
viral messages on the WhatsApp platform, a series of

experiments was conducted using the FakeViralWhat-
sApp.Br dataset.

Zhttps://github.com/jmmfilho/misinformation_virality
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5.1.1 Features and Classification Algorithms

As previously mentioned, three distinct feature ex-
traction methods were evaluated: Bag of Words
(BoW), Term Frequency—Inverse Document Fre-
quency (TF-IDF), and Word2vec. These methods
were chosen due to their simplicity, speed, and
widespread use in text classification tasks. Pre-trained
embedding vectors were not used due to the high
occurrence of misspelled words, emoticons, and ne-
ologisms in the corpus. The text was converted to
lowercase before applying the BoW, TF-IDF, and
Word2Vec methods. It is important to note that emojis
are highly prevalent in the dataset and play a signifi-
cant role in the language used in instant messaging ap-
plications. For this reason, they were retained in the
preprocessing step. However, since emoji combina-
tions can generate different types of tokens, a whites-
pace separation strategy was applied, ensuring that
each emoji is treated as an individual token. Addition-
ally, URL normalization was performed, where only
the domain name was preserved. Due to the lexical
diversity of the corpus, the resulting feature vectors
are sparse and exhibit high dimensionality.

Three different tokenization strategies were eval-
uated: unigrams, bigrams, and trigrams. While this
approach results in high-dimensional vectors, it is
expected to reveal distinct patterns in the messages,
as bigrams and trigrams can capture more context-
related information. Additionally, two approaches
were considered to assess the impact of preprocessing
techniques: i) no preprocessing, and ii) using stop-
words removal and lemmatization. These techniques
aim to reduce noise, enabling a more precise represen-
tation of the relevant features present in the messages.

Thus, 14 different execution scenarios were cre-
ated by combining three feature extraction methods
(BoW, TF-IDF, and Word2Vec), three tokenization
strategies (unigrams, bigrams, and trigrams), and two
preprocessing approaches (with and without prepro-
cessing). For each of these scenarios, we evalu-
ated six classical classification algorithms: Logistic
Regression - LR, Regularized Logistic Regression -
RLG, Decision Tree - DT, Regularized Decision Tree
- RDT, Gradient Boosting - GB, and Regularized Gra-
dient Boosting - RGB. The classification algorithms
were implemented using the scikit-learn Python li-
brary (Pedregosa et al., 2011). All data and code used
in th;: experiments are available in our online reposi-
tory”.

3https://github.com/jmmfilho/misinformation_virality
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5.1.2 Performance Metrics

As previously mentioned, the investigated problem
is a binary classification task, where “viral” repre-
sents the positive class (also our class of interest), and
“non-viral” represents the negative class. To evaluate
the performance of each model, the following met-
rics were used: False Positive Rate (FPR), Precision
(PRE), Recall (REC), and F1-score (F1).

After performing k-fold cross-validation (k = 5),
we selected the best classifier and the most effec-
tive features. Next, we retrained the model using a
randomly selected training set, which corresponds to
80% of the total available data. Subsequently, we
evaluated the model’s performance using the remain-
ing 20% of the data, which was initially set aside to
form the test set.

5.1.3 Experimental Setups

In this paper, we conducted three distinct experi-
ments. The first one aimed to assess the feasibility
of predicting whether general WhatsApp messages
(i.e., messages that may or may not contain misin-
formation) would go viral or not. For this purpose,
we used the subset referred to as “Viral Dataset”,
which comprises 26,040 viral messages and 26,040
non-viral messages, totaling 52,080 posts. The sec-
ond experiment is similar to the previous one. How-
ever, it was designed to assess whether incorporating
a feature that estimates the probability of a message
containing misinformation enhances the prediction of
general WhatsApp messages’ virality. The third ex-
periment evaluated the feasibility of predicting the vi-
rality of WhatsApp misinformation messages, that is,
messages labeled as misinformation. In this experi-
ment, we used the subset referred to as the “Misin-
formation Dataset” which consists of 2,000 messages
involving some form of misinformation, with 1,000
classified as viral and 1,000 as non-viral.

6 RESULTS

This section presents and discusses the results ob-
tained from three distinct experiments: predicting the
virality of general WhatsApp messages; predicting
the virality of general WhatsApp messages using the
misinformation probability feature; and predicting the
virality of WhatsApp misinformation messages. The
best results for each experiment are shown in Table 1.
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Table 1: Best Result for Each Experiment.

Experiment Precision Recall F1-score
General Messages (Word2Vec + Regularized Gradient Boosting) | 0.974 1.000 0.987
General Messages Using the Misinformation Probability Feature | 0.987 0.999 0.993
(TF-IDF Bigram + Logistic Regression)

Misinformation Messages (BoW Trigram + Logistic Regression) | 1.000 1.000 1.000

6.1 Predicting Virality of General
WhatsApp Messages

This experiment aimed to assess the feasibility of
predicting whether general WhatsApp messages (i.e.,
messages that may or may not contain misinforma-
tion) would go viral or not, a binary classification
problem. Six classical classification algorithms were
evaluated in 14 different scenarios.

Logistic Regression algorithm achieved the best
result using Bow and Trigram in both scenarios, with
and without preprocessing, achieving F1-score values
of 0.89 and 0.96, respectively. The Regularized Lo-
gistic Regression algorithm achieved the best result
using Bow and Trigram in both scenarios, with and
without preprocessing, achieving F1-score values of
0.89 and 0.95, respectively. Thus, the L1 regulariza-
tion method did not provide performance gains for the
Logistic Regression algorithm.

Decision Tree algorithm achieved the best result
using Word2Vec in both scenarios, with and without
preprocessing, achieving F1-score values of 0.87 and
0.83, respectively. The Regularized Decision Tree
algorithm achieved the best result using Word2Vec
in both scenarios, with and without preprocessing,
achieving F1-score values of 0.74 and 0.82, respec-
tively. So, the regularization method did not provide
performance gains for the Decision Tree algorithm.

Gradient Boosting algorithm achieved the best re-
sult using Word2Vec in both scenarios, with and with-
out preprocessing, achieving F1-score values of 0.94
and 0.98, respectively. The Regularized Gradient
Boosting achieved the best result using Word2Vec
in both scenarios, with and without preprocessing,
achieving F1-score values of 0.94 and 0.98, respec-
tively. Then, the use of the L1 regularization method
provided a slight improvement in the performance
in the scenario using text preprocessing. Besides, it
can be concluded that Regularized Gradient Boost-
ing emerged as the most effective method for detect-
ing viral messages among those evaluated. However,
in general, regularization did not lead to performance
improvements.

Figure 1 presents the learning curve for Regular-
ized Gradient Boosting in the context of the first ex-
periment. Figure 2, in turn, displays the correspond-

ing confusion matrix for the same model, evaluated
using the General WhatsApp Messages dataset.

Learning Curve - Word2Vec - XGBClassifier

— Taining F1
Validation F1

5000 10000 20000 25000

Figure 1: Learning Curve for Regularized Gradient Boost-
ing on General WhatsApp Messages.

Confusion Matrix - Word2Vec - XGBClassifier
5000

3000
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2000

1000

0

0 1

Figure 2: Confusion Matrix of Regularized Gradient Boost-
ing on General WhatsApp Messages.

6.2 Predicting Virality of General
WhatsApp Messages Using
Misinformation Probability

This experiment was designed to examine whether in-
corporating a feature that estimates the likelihood of a
message containing misinformation improves the pre-
diction of the virality of general WhatsApp messages.
To this end, we utilized the subset referred to as the
“Viral Dataset”, augmenting it with a novel feature
representing the estimated probability that a message
contains misinformation. This feature was derived us-
ing the misinformation classifier proposed in (Cabral
et al., 2021).

The Logistic Regression algorithm, without text
preprocessing and employing TF-IDF representations
with bigrams, achieved an Fl-score of 0.993. This
performance exceeds the Fl-score of 0.96 obtained
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when the misinformation probability feature was not
included. Similarly, the Regularized Logistic Regres-
sion model, under the same conditions, no text pre-
processing, and using TF-IDF with bigrams, also at-
tained an F1-score of 0.989, surpassing the F1-score
of 0.95 observed when the misinformation probability
feature was not included.

The Decision Tree algorithm, when combined
with text preprocessing and the use of Word2Vec
embeddings, achieved an Fl-score of 0.957. This
performance surpasses the Fl-score of 0.864 ob-
tained by the same algorithm when the misinforma-
tion probability feature was not included in the model.
The Regularized Decision Tree algorithm, without
text preprocessing and using Word2Vec embeddings,
achieved an F1-score of 0.836. This result outper-
forms the Fl-score of 0.758 obtained by the same
model when the misinformation probability feature
was not used.

The Gradient Boosting algorithm, without text
preprocessing and employing TF-IDF representations
with unigrams, achieved an Fl-score of 0.993. This
performance exceeds the F1-score of 0.985 obtained
when the misinformation probability feature was not
incorporated into the model. The Regularized Gra-
dient Boosting algorithm, without text preprocessing
and employing TF-IDF representations with bigrams,
achieved an Fl-score of 0.991. This score surpasses
the Fl-score of 0.985 obtained by the same model
when the misinformation probability feature was not
included.

It is important to emphasize that, across all six
classification algorithms evaluated, the inclusion of
a feature representing the probability that a message
contains misinformation consistently led to improved
performance. These results suggest that the misinfor-
mation probability feature plays a meaningful role in
explaining the virality of WhatsApp messages. Fur-
thermore, the use of regularization did not lead to per-
formance improvements.

Figure 3 presents the learning curve for Logistic
Regression in the context of the second experiment.
Figure 4, in turn, displays the corresponding confu-
sion matrix for the same model. Figure 3 shows that
the model generalizes well, achieving high F1-score
values with relatively few training examples. By Fig-
ure 4, it is noteworthy that the number of false pos-
itives and false negatives is extremely low and well
balanced between the two classes.
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Figure 3: Learning Curve for Logistic Regression Using
Misinformation Probability on General Messages.
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Figure 4: Confusion Matrix for Logistic Regression Using
Misinformation Probability on General Messages.

6.3 Predicting Virality of WhatsApp
Misinformation Messages

This experiment aimed to assess the feasibility of pre-
dicting whether WhatsApp messages containing mis-
information would go viral or not, a binary classifica-
tion problem. Six classical classification algorithms
were evaluated in 14 different scenarios.

Logistic Regression achieved the best result using
BoW and Bigram without preprocessing and BoW
and Bigram with preprocessing, achieving F1-score
values of 0.9995 and 1.0, respectively. The Regu-
larized Logistic Regression algorithm performed best
using BoW and Bigram without preprocessing and
BoW and Bigram with preprocessing, yielding F1-
scores of 0.9995 and 1.0, respectively. As evidenced
by these results, the application of L1 regularization
did not lead to performance improvements for the Lo-
gistic Regression model.

The Decision Tree achieved its highest perfor-
mance using Word2Vec embeddings in both scenar-
ios, with and without text preprocessing, attaining F1-
scores of 0.969 and 0.974, respectively. The Regu-
larized Decision Tree algorithm performed best us-
ing Word2Vec in both scenarios, with and without
text preprocessing, yielding F1-scores of 0.939 and
0.886, respectively. These results indicate that the ap-
plication of regularization did not contribute to per-
formance gains for the Decision Tree model.



The Gradient Boosting algorithm achieved
its best performance using BoW and Uni-
gram/Bigram/Trigram without text preprocessing,
reaching an Fl-score of 0.9995. Similarly, the Reg-
ularized Gradient Boosting model also attained an
F1-score of 0.9995 under the same conditions. These
results suggest that the application of regularization
did not yield performance improvements for the
Gradient Boosting algorithm.

It is important to highlight that, across all six clas-
sifiers evaluated, the experiments conducted using the
dataset composed exclusively of messages contain-
ing some form of misinformation (called “Misinfor-
mation Dataset”) yielded higher performance metric
values compared to those conducted with the “Vi-
ral Dataset”, which includes both misinformation and
non-misinformation messages. These findings sug-
gest that virality prediction performs better when ap-
plied to texts previously identified as containing mis-
information.

Figure 5 presents the learning curve for Logistic
Regression in the context of the third experiment. Fig-
ure 6, in turn, displays the corresponding confusion
matrix for the same model, evaluated using the Mis-
information WhatsApp Messages. Figure 6 reveals
that the model produced neither false positives nor
false negatives, indicating perfect classification per-
formance for the evaluated dataset.

Leaming Curve - BOW Trigram - LogisticRegression

Training £1
Validation F1

200 00 600 800 1000
Training set size

Figure 5: Learning Curve of Logistic Regression on What-
sApp Misinformation Messages.

Confusion Matrix - BOW Trigram - LogisticRegression

True label

0

Predicted label

Figure 6: Confusion Matrix of Logistic Regression on
WhatsApp Misinformation Messages.
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6.4 Threats to Validity

During the execution of the experiments, several
threats to validity were identified. These can be clas-
sified into internal validity, external validity, construct
validity, and conclusion validity (Wohlin et al., 2012).
Next, we discuss each of them in detail.

Internal Validity refers to factors that may influ-
ence the observations of the study. The message col-
lection occurred during a period of intense political
debate, which may have increased the number of mis-
information messages, potentially affecting the distri-
bution of the dataset.

External Validity poses a threat to the generaliz-
ability of the study’s findings. The messages were
collected from 179 public WhatsApp groups, primar-
ily focused on political debates. This sample may not
fully capture the general behavior of public groups in
Brazil, potentially limiting the applicability of the re-
sults to other contexts.

Construct Validity concerns the relationship be-
tween theory and observation. One primary chal-
lenge is defining what constitutes a misinformation
text within the specific context of messages shared on
WhatsApp and Telegram. Another issue lies in the
manual labeling of messages, as the complexity of
determining whether a text contains misinformation
may lead to misclassification.

Conclusion Validity relates to the reliability of the
study’s findings. The conclusions drawn in this work
can only be considered valid if the messages were cor-
rectly labeled. Any labeling errors could directly im-
pact the accuracy of the results.

7 CONCLUSIONS AND FUTURE
WORK

In this paper, we introduced a large-scale, labeled,
and publicly available dataset of WhatsApp messages,
called FakeViralWhatsApp.Br, which contains 52,080
labeled messages along with their respective frequen-
cies. Then, using the proposed dataset, we employed
machine learning models to classify messages into
two propagation levels: viral and non-viral. We con-
ducted a series of binary classification experiments,
combining three feature extraction methods, three dis-
tinct token generation strategies, two preprocessing
approaches, and six classification algorithms. Our
best results achieved an F1-score of 0.98 for general
posts and 1.0 for misinformation messages, demon-
strating the feasibility of predicting the virality of
WhatsApp messages by analyzing its textual content.
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