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Abstract: Entity Resolution (ER) is a critical challenge for maintaining data quality in data lakes, aiming to identify
different descriptions that refer to the same real-world entity. We address here the problem of entity resolu-
tion in data lakes, where their schema-less architecture and heterogeneous data sources often lead to entity
duplication, inconsistency, and ambiguity, causing serious data quality issues. Although ER has been well
studied both in academic research and industry, many state-of-the-art ER solutions face significant drawbacks.
Existing ER solutions typically compare two entities based on attribute similarity, without taking into account
that some attributes contribute more significantly than others in distinguishing entities. In addition, traditional
validation methods that rely on human experts are often error-prone, time-consuming, and costly. We propose
an efficient ER approach that leverages deep learning, knowledge graphs (KG), and large language models
(LLM) to automate and enhance entity disambiguation. Furthermore, the matching task incorporates attribute
weights, thereby improving accuracy. By integrating LLM for automated validation, this approach signifi-
cantly reduces the reliance on manual expert verification while maintaining high accuracy.

1 INTRODUCTION

The exponential growth in volume, velocity, and vari-
ety of data has introduced the concept of Big Data,
which has significantly transformed how organiza-
tions store, process, and analyze information. To
manage these large-scale heterogeneous datasets, or-
ganizations have adopted data lakes, scalable stor-
age systems designed to ingest structured, semi-
structured, and unstructured data in its raw for-
mat without requiring a predefined schema. This
schema-less architecture offers flexibility and scala-
bility, making data lakes attractive solutions for enter-
prises.

However, this type of architecture leads to nu-
merous data quality issues due to duplicate records,
inconsistencies, and variations in data representation
across multiple sources. These issues impact the ac-
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curacy of data analysis, leading to poor decision-
making. Therefore, an efficient entity resolution ap-
proach is needed in data lake contexts.

Entity resolution (ER) (Barlaug and Gulla, 2021),
is the process of determining whether two entities re-
fer to the same real-world entity (Christophides et al.,
2020) (Christen, 2012). The term entity refers to a dis-
tinct and identifiable unit that represents an object, a
person, a place, or a concept of the real world. An en-
tity has attributes that describe its characteristics. The
term resolution is used because ER is fundamentally a
decision-making process to resolve the question: Do
the descriptions refer to the same or different entities?
(Talburt, 2011). ER is also defined as ”the process of
identifying and merging records judged to represent
the same real-world entity” (Benjelloun et al., 2007).

Current ER solutions face limitations in matching
since they do not take into account the weights of the
attributes, leading to mismatched possibility. In addi-
tion, they rely on manual validation, making the pro-
cess expensive and time consuming.

In this paper, we describe a pipeline of an efficient
entity resolution approach for data lakes. Our propo-
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sition leverages deep learning, knowledge graphs for
improved matching accuracy, on the one hand, and
LLM for automated validation, on the other hand. In
Section 2, we motivate our research work. Then, we
review existing entity resolution techniques in both
academia and industry in Section 3. Our entity res-
olution approach is explicitly discussed in Section 4.
Lastly, in Section 5, we conclude by summarizing the
key elements of our approach and highlighting future
directions for improving entity resolution in large-
scale environments.

2 CONTEXT

Today, organizations rely on their data for decision
making, utilizing advanced analytics, machine learn-
ing, and business intelligence (BI) tools to gain strate-
gic insights and operational efficiency.

Figure 2 illustrates an architecture case of an orga-
nization where data originate from multiple sources.
These data are stored in a data lake, then these data
are destined to be cleaned in order to be ingested into
a data warehouse with aim of using it for different an-
alytics purposes for the intention of making optimal
decisions.

However, since these data come from heteroge-
neous sources, they can vary in structure, format, and
semantics. These variations lead to entity inconsis-
tencies, duplicate records, missing attributes, and lack
of standardization, all of which degrade the accuracy
and reliability of analytical outputs, leading to incor-
rect decision making. Therefore, entity resolution is
mandatory.

The challenge in data quality management is en-
tity ambiguity, which occurs when multiple represen-
tations of the same real-world entity exist within or
across datasets. Figure 1(a) shows an example of two
records from two different sources that refer to the
same person. Figure1 (b) represents an example of
two records from two different sources that are not
the same person, even though they have quite similar
names, same addresses, and dates of birth that differ
only by two transposed numbers in the year. Assum-
ing these are the same person would be a false posi-
tive. For this reason, entity resolution is crucial and
must take into consideration all possible cases to cor-
rectly match entities, because failing to resolve these
ambiguities can lead to erroneous insights and opera-
tional inefficiencies.

Since organizations rely on data for important
decision-making, the need for a robust entity reso-
lution solution has never been more critical. The
entity resolution process, which consists of identify-

Figure 1: Example of an entity resolution problem.

ing, matching, and merging records that refer to the
same real-world entity, is essential for maintaining
data integrity, consistency, and reliability. In high-
stakes domains such as healthcare, finance, and e-
commerce, errors in entity resolution can have severe
consequences, from incorrect patient records leading
to misdiagnoses, to fraudulent financial transactions,
or misattribute customer data affecting business de-
cisions. Hence, the main question is: How can we
improve entity resolution in schema-less data lakes?

To address these challenges, our research focuses
on improving data quality in data lakes through an
advanced entity resolution proposition. Our proposi-
tion uses advanced techniques, including deep learn-
ing models and knowledge graphs, to enhance simi-
larity detection and capture relationships, and LLM,
to automate the validation process.

By integrating these techniques, we aim to pro-
pose a robust, scalable, and automated entity resolu-
tion approach capable of handling large-scale, hetero-
geneous datasets while improving overall data quality.
This work is particularly relevant for organizations
looking to optimize data lake usability and improve
business intelligence insights for optimal decision-
making.

3 RELATED WORK

Entity resolution has been a key area of interest
both in academic research (Barlaug and Gulla, 2021)
(Christen, 2012) and industry, evolving significantly
from traditional similarity measures to machine learn-
ing techniques that have shown an improvement in
matching performance (Christophides et al., 2020).By
the late 2010s, deep learning became a key area of re-
search in data matching (Peeters et al., 2024) (Mudgal
et al., 2018) (Li et al., 2020). Other research has stud-
ied ER using graph-based methods (Yao et al., 2022),
and more recently experimented with LLM (Peeters
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Figure 2: An entity resolution architecture.

et al., 2024).
The industry has proposed many entity resolu-

tion solutions using machine learning and artificial
intelligence. Among these solutions, Senzing (Sen-
zing, 2025), designed for entity matching, combines
ML clustering and AI. Quantexa (Quantexa, 2025)
employs ML and AI techniques, offers entity link-
age; however, its reliance on complex graph struc-
tures poses implementation challenges for non-expert
users. AWS Glue (AWS, 2017), a cloud-based ER
solution, integrates entity resolution within broader
ETL workflows. Its scalability and seamless inte-
gration with AWS services make it a powerful tool.
DataWalk (Datawalk, 2025), on the other hand, is
a unified graph and AI platform for data manage-
ment, analysis, and investigative intelligence, which
includes entity resolution software.

Despite the advancements offered by these tools,
industry ER solutions still face key limitations. A crit-
ical drawback is the lack of attribute weighting, where
all entity attributes are treated equally despite varying
levels of significance, which can lead to suboptimal
matching results. Furthermore, the validation phase
often relies on manual intervention, thereby increas-
ing operational costs and time. This human depen-
dence not only reduces the efficiency of these solu-
tions, but also introduces human error. Due to these
issues, there is a clear need for improvement in indus-
trial ER tools to better address these challenges. En-
hanced attribute weighting mechanisms and the use of
reliable automated validation could significantly re-
fine the accuracy and efficiency of entity resolution in
industry.

Entity resolution has been a main focus in re-
search for decades and is still receiving attention
(Christophides et al., 2020). It started with domain
experts matching entities by hand (Fellegi and Sunter,
1969). Now, with advances in technology, machine
learning-based approaches have been introduced, us-
ing supervised and unsupervised learning techniques
to improve ER (Christophides et al., 2020). Methods

such as Support Vector Machines (Cortes and Vapnik,
1995), (Bilenko and Mooney, 2003) classify entity
pairs based on engineered similarity features, while
Random Forests (Breiman, 2001) employ ensemble
learning to improve classification performance. How-
ever, these models require extensive feature engineer-
ing and struggle with unseen entity variations, limit-
ing their adaptability to large and evolving datasets.
Transformer and pre-trained models like BERT (De-
vlin et al., 2018) and RoBERTa (Liu et al., 2019)
revolutionized natural language processing. Studies
have explored entity matching using pre-trained mod-
els(Paganelli et al., 2024) (Li et al., 2021). More
recently, deep learning models have significantly ad-
vanced entity resolution by capturing contextual de-
pendencies between entity attributes. DeepMatcher
(Mudgal et al., 2018) applies bidirectional LSTM
(Hochreiter and Schmidhuber, 1997) with attention
mechanisms to learn entity similarity from labeled
data, while Ditto (Li et al., 2020) uses transformer-
based architectures to fine-tune pre-trained models on
ER tasks. Ditto brings some optimizations that re-
quire domain knowledge. These deep learning-based
methods are based on text sequences for matching.
They use different methods for attribute embedding
and attribute similarity representation. Furthermore,
HierGAT (Hierarchical Graph Attention Networks)
(Yao et al., 2022) enhances entity matching by in-
corporating graph-based relationships, demonstrating
the potential of graph neural networks (GNNs) for ER
problems. Despite their improvements in precision
and recall, deep learning-based methods often over-
look the importance of attribute weighting and strug-
gle with explainability, posing challenges for real-
world adoption. The advent of LLM such as Llama
and GPT has further pushed the boundaries of ER
by enabling zero-shot and few-shot learning for entity
matching tasks (Peeters et al., 2024). Although LLM
have shown strong performance, their effectiveness
remains highly dependent on domain-specific fine-
tuning and prompt engineering, making them compu-
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tationally expensive and less adaptable to structured
relational datasets. Moreover, existing LLM-based
approaches do not inherently model inter-entity re-
lationships, which limits their applicability in graph-
based ER scenarios.

To clarify, an LLM that performs matching based
solely on textual attributes might miss the underly-
ing relationships between entities. For instance, con-
sider a father and son who share the same last name
and home address. An LLM could mistakenly clas-
sify them as the same person due to the high textual
similarity of their attributes. However, the crucial re-
lationship (father–son) indicates they are related but
distinct individuals. This relational nuance cannot be
captured by the LLM alone. In contrast, a knowledge
graph can explicitly represent such relationships, en-
abling the system to recognize them as separate enti-
ties. This example demonstrates why relying exclu-
sively on LLM can be problematic in graph-based ER
settings: LLM lack explicit, structured mechanisms to
represent and reason over inter-entity relationships.

In contrast, research efforts have also explored
rule-based methods (Singh et al., 2017) that require
designing rules and setting thresholds and crowd-
sourcing-based ER methods(Wang et al., 2012),
which require extensive manual intervention or rely
on human annotators to validate entity matches. As
ER continues to evolve, our research focus on hybrid
approaches that combine deep learning, knowledge
graph, and pre-trained LLM, leveraging the strengths
of each paradigm to improve entity resolution across
diverse real-world datasets.

4 METHODOLOGY AND
TECHNIQUES

This section introduces our proposed entity resolution
approach. Figure 3 illustrates the pipeline of our pro-
posed method. This pipeline is supposed to be placed
within the architectural framework shown in Figure
2, especially between the data lake and the data ware-
house.

Our approach is inspired by established tech-
niques in the literature (Christen, 2012), but intro-
duces key adaptations to improve the entity reso-
lution process. The process consists of four main
steps: 1)Pre-processing ensures data quality by stan-
dardizing formats, correcting mistyping errors, han-
dling missing values, and normalizing variations.
2)Blocking aims to reduce computational complex-
ity by grouping similar records in the same block to
limit entity comparisons to subsets. 3)Matching com-
pares records within the same block in order to iden-

tify records that correspond to the same real-world
entity. 4) Validation is traditionally carried out by
domain experts, which is often time consuming and
costly. To address this, we propose an automated val-
idation mechanism that significantly reduces manual
effort.

The following subsections provide a detailed ex-
planation of each phase of the pipeline, including the
specific techniques and methodology used.

Figure 3: Pipeline of the proposed approach.

4.1 Pre-Processing

Pre-processing is a critical step because it ensures
quality of data, which is essential for improving en-
tity resolution. It requires several key operations in-
cluding standardization, where data formats such as
dates and addresses are unified, correcting mistyping
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errors, and identifying missing values. Additionally,
linguistic normalization is applied to unify abbrevia-
tions, acronyms, and variations of entity names, plus
special character removal and the elimination of un-
necessary punctuations, symbols, and whitespace.

Given that real-world data are often noisy and
incomplete, we aim to improve the data quality by
assuring accuracy (ensuring that data correctly re-
flect real-world entities), consistency (ensuring that
data are harmonized and uniformed across multiple
sources), correctness (verify data validity), and com-
pleteness (assessing whether all the essential informa-
tion is present). Completeness is further categorized
into: total completeness means no missing data, par-
tial completeness some missing data, but it will not
affect the processes and the information remains ex-
ploitable, critical completeness where essential data
are missing.

The goal of pre-processing is to enhance data
quality for the next steps. The output of the pre-
processing is clean data, for the purpose of reducing
the number of sets for the matching, for this reason
we introduce our next phase.

4.2 Blocking

Blocking is an optimization step designed to reduce
the number of comparisons between entity pairs, thus
significantly reducing computational costs. Instead of
evaluating all possible entity pairs, blocking groups
similar records together in the same block. This en-
sures that only the most relevant subsets are consid-
ered for a detailed matching (Christophides et al.,
2020).

Various blocking techniques have been explored
in the literature (Christophides et al., 2020)(Skoutas
et al., 2019)(Paganelli et al., 2024), each with its own
advantages. In our approach, we are going to use un-
supervised clustering as an effective method to group
similar records based on their attributes.

After grouping potentially similar records in
blocks and reducing computational complexity as a
result, limiting entity comparisons to subsets that are
ready for the next step.

4.3 Matching

The matching phase constitutes the most critical step
in entity resolution, as it seeks to identify records that
correspond to the same real-world entity, despite vari-
ations in their descriptions, a phenomenon known as
synonymy, as illustrated in Figure 1(a). In contrast, it
is equally crucial to differentiate records that may ex-
hibit similar attributes but actually represent distinct

entities, a challenge called homonymy or entity colli-
sion, as shown in Figure 1(b).

Our proposed matching approach incorporates at-
tribute weighting, recognizing that some attributes
contribute more significantly than others in distin-
guishing entities. We acknowledge that previous
ER approaches have incorporated attribute impor-
tance through weighted similarity. Notably, recent
graph-based models like (Yao et al., 2022) employ
attention mechanisms to identify the most discrim-
inative attributes, our approach builds upon these
by introducing an explicit, tunable weighting mech-
anism. This mechanism allows for greater control
and transparency compared to deep models where
attribute importance is learned implicitly. To fur-
ther enhance matching accuracy, our approach com-
bines deep learning techniques for measuring similar-
ity between attribute values with knowledge graphs
that capture the relationships between entities that are
likely to match. This hybrid approach will ultimately
improve ER by ensuring a more context-aware, se-
mantically enriched, and structurally informed match-
ing process, leading to higher precision and reduced
false positives.

Figure 4: Example of entity resolution.

4.3.1 Problem Formulation

Figure 4 illustrates a scenario in which existing en-
tity resolution solutions may incorrectly merge two
distinct entities due to high similarity in certain at-
tributes. Specifically, Entity 1 (T3) in the patient ta-
ble and Entity 2 (T4 in the citizen table and T5 in the
employee table) share common data points, such as
address and name variations, making them appear as
potential duplicates. The question arises: How does
our proposed matching approach differ and why is it
more effective?

To formalize the problem, we define the follow-
ing.

• A dataset consisting of multiple tables T , where
each table contains a set of attributes denoted as:

A = {a1,a2, . . . ,an}. (1)

• Attributes, such as in our example name, date
of birth, address, and Social Security Number
(SSN).
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• A weight function w : A → [0,1] that assigns a
weight to each attribute based on its discrimina-
tive power. For instance, attributes like SSN have
a high weight due to their uniqueness:

w(SSN) = 0.9,
w(name) = 0.7,
w(DOB) = 0.5,

w(address) = 0.4.

(2)

Matching Computation: Given two records Ti and
Tj, we calculate a similarity score for each attribute
using deep learning techniques to measure the degree
of correspondence between attribute values. This re-
sults in a similarity vector:

match(T3,T4) = {s1,s2, . . . ,sn}. (3)

For example:

match(T3,T4) = {0.6,0.8,1.0,0.4}. (4)

where each sk represents the similarity score for the
attribute ak.

To compute the final matching score, we apply a
weighted sum:

S(T3,T4) =
1
n

n

∑
k=1

w(ak) · sk. (5)

Alternatively, instead of a simple summation, we
propose using the Skyline operator (Borzsony et al.,
2001), which is considered an optimization solution
that selects non-dominated matches based on Pareto
optimality.

By incorporating attribute weighting and deep
learning-based similarity computation. We aim that
our approach will significantly reduce false positives
while improving the precision of entity resolution.

4.3.2 Capturing Relationships with Knowledge
Graphs

Figure 4 illustrates an example in which existing en-
tity resolution methods struggle, often erroneously
matching two entities that are, in fact, distinct. How-
ever, our method goes beyond similarity matching by
using knowledge graphs to detect relationships be-
tween entities rather than incorrectly merging them.

By integrating knowledge graphs, our approach
captures semantic relationships between entities. In
this example, instead of falsely concluding that Entity
1 and Entity 2 are the same person, we find a related
relationships, they are likely father and son. Social
Security Numbers (SSN) differ, but name, address,
and other attributes share similarities, which can mis-
lead conventional entity resolution methods.

To model this, we define E = {e1,e2, . . . ,en} as
the set of entities. R as the set of possible relation-
ships between entities, where each relationship is de-
fined as a directed edge r(ei,e j) in the knowledge
graph. A similarity function S(Ti,Tj) that computes
the weighted similarity between records, capturing
both direct attribute matches and inferred relation-
ships.

Using this structure, our method assigns relation-
ship probabilities instead of merely merging entities.
The system recognizes that while Entity 1 and Entity
2 are distinct, they are related, thus preventing false
positives in entity resolution.

We believe that by combining deep learning tech-
niques for attribute matching with knowledge graphs
for relationship inference, our approach will achieve
higher accuracy in distinguishing similar but distinct
entities while assuring the preservation of important
relationships rather than erroneous resolved entities.
Plus scalability in handling complexities in real-world
data.

Lastly, after finding entities that match and for the
purpose of affirming if the resolved entities are cor-
rectly matched, we present our next step for entity
validation.

4.4 Validation

The validation phase aims to verify that the resolved
entities match correctly. Traditionally, validation re-
lies on domain experts to manually verify. This
approach, while reliable, is highly time consuming,
costly, and prone to human errors, especially when
dealing with large-scale datasets.

To overcome these limitations, we propose an au-
tomated validation mechanism using LLM to validate
the resolved entities without human intervention. Our
approach utilizes the reasoning and contextual under-
standing capabilities of LLM to assess whether two
records represent the same entity.

We are aware that LLM can be used during the
matching phase. However, we deliberately restrict
their use to the validation phase because of consid-
erations of cost, scalability, and explainability. Run-
ning an LLM on every candidate pair during matching
would be computationally expensive and inefficient,
especially when processing millions of comparisons.
In contrast, using LLM only on a reduced subset of
record pairs, those that survived earlier blocking and
matching a better balance between accuracy and per-
formance. This approach allows us to benefit from
LLM sophisticated reasoning capabilities. LLM val-
idation step provides a final layer of confidence by
validating only the top-ranked candidate pairs.
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By automating validation, we eliminate the re-
liance on domain experts for this task, consequently
reducing human effort and operational costs. The ap-
proach is highly scalable, capable of efficiently vali-
dating millions of records, which makes it well suited
for large-scale entity resolution. Using the contex-
tual reasoning capabilities of LLM, our method aims
to ensure high accuracy by minimizing false positives
and false negatives. Furthermore, the execution speed
of our validation mechanism is faster than manual
methods, enabling real-time or near-real-time verifi-
cation. IN summary, by integrating deep learning,
knowledge graphs, and LLM, our entity resolution ap-
proach aims to ensure a more efficient, scalable, and
reliable validation process.

5 CONCLUSION AND FUTURE
WORK

Data quality is a critical challenge in data lakes.
Therefore, entity resolution is crucial to enhance data
quality which is essential for making optimal deci-
sions.

In this paper, we propose a novel entity resolution
approach designed to improve data quality, scalabil-
ity, and automation in data lakes. Our solution uses
deep learning, to improve entity matching, knowledge
graphs, to capture relationships between entities and
LLM to reduce human intervention in the validation
phase.

Our approach presents a potentially effective im-
provement to existing entity resolution solutions, but
its true performance and efficiency can only be vali-
dated through real-world implementation and experi-
mentation.

Since our work is currently a theoretical propo-
sition, our next step is to implement this approach
and conduct a comprehensive evaluation against ex-
isting solutions. We aim to demonstrate its effective-
ness in the real-world and ultimately contribute to the
advancement of entity resolution.

While our approach focuses on the identification
of duplicate entities, we acknowledge that the subse-
quent step data fusion (merging duplicate records into
unified representations) is not addressed in this paper.
Data fusion is a critical and non trivial component of
the ER pipeline, and we plan to investigate scalable
and context-aware fusion strategies as part of future
work.

However, we note that data fusion has already
been explored in previous research efforts (Abdelhedi
et al., 2022a) (Abdelhedi et al., 2022b) (Abdelhedi
et al., 2021), where our team explored merging dupli-

cate records in data lakes using ontology-driven inte-
gration. Building upon such foundations, our future
efforts will aim to incorporate a robust, semantically
informed fusion module to complete the ER pipeline.
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