
Multi-Class Categorization of Three-Dimensional (3-D) Objects for 
Digital Holographic Information Using Deep Learning  

Uma Mahesh R N1 and Yogesh N2 
1Dept of CSE (AI&ML), ATME College of Engineering, Mysore, Karnataka, India  

2Dept of CSD (Computer Science and Design), ATME College of Engineering, Mysore, Karnataka, India 

Keywords: Deep Learning, Receiver Operating Characteristic (ROC), 3-D Objects Categorization, Phase-Shifting 
Digital Holography (PSDH).   

Abstract: In this paper, n-class (n=3) categorization of three-dimensional (3-D) objects using digital holographic data 
has been achieved with a deep learning network. For n=3 categories, the 3-D object “triangle-square” is 
assigned to category 1, the 3-D object “circle-square” to category 2, and the 3-D objects “triangle-circle” 
and “square-triangle” are grouped into category 3. The dataset, comprising phase-only images derived from 
digital holographic data, was generated using the phase-shifting digital holography (PSDH) technique. It 
includes 2880 images created through the application of a rotation invariance method. The deep learning 
network was trained on the dataset to generate the output. The results, including the n-class (n=3) error 
matrix, receiver operating characteristic (ROC), and positive predictive value (PPV)–true positive rate 
(TPR) characteristic are presented to validate the work. 

1 INTRODUCTION 

Digital holography is a three-dimensional (3D) 
imaging technique that captures digital holograms of 
3D objects using charge-coupled device (CCD) or 
complementary metal-oxide-semiconductor (CMOS) 
sensors. The recorded digital hologram can be 
numerically processed using the phase-shifting 
digital holography (PSDH) technique to obtain a 
complex-valued image containing both intensity and 
phase information. The phase-only digital 
holographic information derived from PSDH was 
subsequently utilized for deep learning-based 
applications, including categorization and prediction 
tasks.  Deep learning, a branch of artificial 
intelligence, encompasses various deep neural 
networks, such as multi-layer perceptron (MLP), 
convolutional neural network (CNN), long short-
term memory (LSTM) model, Alex Net, and 
generative adversarial networks (GANs). These 
networks have been applied to numerous deep 
learning-based digital holographic applications, 
including single-pixel imaging (Mizutani, Kataoka, 
et al. , 2024), quantitative phase imaging (Butola, 
Hellberg, et al. , 2024), fast particle characterization 
(Schneider, Dambre, et al., 2015), hologram 

generation (Kang, Park, et al. , 2021), and 
categorization and prediction of 3D 
objects(Basavaraju, 2024), (Reddy, Mahesh, et al. , 
2022), (Mahesh, Reddy, et al. , 2022), (U. M. R N, 
and, K. B, 2024), (Mahesh, R.N.U., et al. , 2022), 
(Mahesh, R.N.U., et al. , 2023). A CNN is a deep 
neural network comprising multiple stages of 
convolutional and pooling layers for feature 
extraction, followed by dense and output layers in 
the classification stage. The feature extraction layer 
process the input data, and their output is passed to 
the classification layer to perform the n-class (n=3) 
categorization task. In the classification stage, the 
dense layer receives input from the final pooling 
layer and generates an intermediate output, which is 
then passed to the output layer to produce the final 
result. Categorization, a supervised machine learning 
technique, determines the decision boundary 
between the input features and the target labels. The 
categorization output provides discrete labels as the 
final result. Lam et al. (Lam, H.H., et al. , 2019) 
performed hologram categorization of deformable 
objects using a deep CNN, while Kim et al. (Kim, 
Wang, et al. , 2018) conducted hologram 
categorization of microbeads employing deep 
learning technique. Additionally, Pitkäaho et al. 
(Pitkäaho, Manninen, et al. , 2018) categorized 
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phase-only cancer cell images using a deep learning 
technique. In this paper, n-class (n=3) categorization 
of digital holographic data for 3-D objects is 
performed using a deep learning network. For n=3 
categories, the 3-D object “triangle-square” is 
assigned to category 1, “circle-square” to category 2, 
and “triangle-circle” and “square-triangle” are 
grouped into category 3. The primary distinction of 
this work from previous studies lies in its focus on n-
class (n=3) categorization of 3-D objects using a 
deep learning network. The dataset, comprising 
phase-only images derived from digital holographic 
data, was generated using the PSDH technique. This 
dataset includes 2880 images produced through a 
rotation invariance method. The deep learning 
network was trained on this dataset to generate the 
output. Results, including the n-class (n=3) error 
matrix, receiver operating characteristic (ROC), and 
positive predictive value (PPV)–true positive rate 
(TPR) characteristic are presented to validate the 
effectiveness of the proposed approach. 

2 DESIGN AND PRINCIPLE OF 
OPERATION 

2.1 METHODOLOGY 

 
Figure 1. Architecture of Deep CNN for three-class 
categorization 

Figure 1 shows the architecture of deep CNN used 
for the n-class (n=3) categorization task. The CNN 
takes the input as digital holographic image of size 160 × 160. The feature extraction layer has four 
consecutive convolutional, pooling layers. The 
convolutional layer expression is given by  

 𝑍௣௤(௡) = 𝑓(∑ ∑ ℎ௔௕(௡)𝑋௣௤ + 𝐵௣௤)௦௕ୀ଴௦௔ୀ଴ …...(1) 
 
In the above eqn. (1),  𝑍௣௤(௡) represents the output 

and 𝑋௣௤ represents the input. ℎ௔௕(௡) represents kernel 
coefficients, 𝑛 represents the number of kernels, 𝑠 
represents the kernel size, 𝑓 represents the activation 
function, and 𝐵௣௤ represents bias(Mahesh, Nelleri, et 

al. , 2023). The value of 𝑛 is varied 𝑛 = 8,16,32,64. 
The value of 𝑠 is 𝑠 = 3 × 3. The activation function 𝑓 represents the Rectified Linear Unit (ReLU) 
activation function, which is used in both 
convolutional and dense layers. Next, the pooling 
technique is employed consisting of Max-
Pooling2D. The expression for pooling layer is given 
by  𝑍௣௤ = 𝑌௣௤………………..(2) 

In the above eqn. (2), 𝑍௣௤ represents the output 
and 𝑌௣௤ represents the input (Mahesh, Nelleri, et al. , 
2023). The output of the final pooling layer is 
flattened and passed to the dense layer. The 
expression for the dense layer is then given by 

 𝑍௣ = 𝑓(∑ 𝑊௠௡𝑋௣ + 𝐵௣)௤௣ୀଵ …    ….(3) 
 

In the above eqn. (3), 𝑍௣ represents the output 
and 𝐵௣ represents the bias, 𝑓 represents the ReLU 
activation function, 𝑊௠௡ represents weight values, 𝑋௣ represents the one dimensional (1-D) data 
obtained through the flatten layer, and 𝑞 represents 
the number of neurons. The output of the final 
pooling layer is 8 × 8 × 64. The value of 𝑞 is 𝑞 =16. The output of the dense layer is fed into the 
output layer. For n-class (n=3) categorization, the 
output layer comprises three neurons along with a 
softmax activation function to produce the output. 
The equation for the softmax activation function is 
given by  𝑍௞ = ୣ୶୮ (௒ೖ)∑ ୣ୶୮൫௒೜൯೜ಿసభ ……………(4) 

In the above eqn. (4), where 𝑍௞ represents the 
output, 𝑌௞ represents the input, and N represents the 
number of neurons. 

3 DATASET PREPARATION 
WITH SIMULATION RESULTS 
AND DISCUSSION 

For n-class (n=3) categorization, the 3D object 
“triangle-square” is assigned to category 1, “circle-
square” to category 2, and both “triangle-circle” and 
“square-triangle” are grouped into category 3. The 
3D object “circle-square” is designed such that the 
circle feature is positioned in the front plane, while 
the square feature is located in the back plane. Each 
plane is separated by various distances 𝑑ଵ, and 𝑑ଶ 
respectively. The remaining three 3D objects were 
constructed in a similar manner, with different 
features positioned in the front and back planes, 
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respectively. Four phase-shifted holograms of all 
four 3-D objects were formed at 0°, 90°, 180°, and 270° at the camera plane and these holograms were 
post-processed to obtain complex-valued image 
containing intensity and phase information using a 
four-step PSDH technique. The holograms and 
reconstructed intensity/phase images of all four 3-D 
objects are of size 1024 × 1024. The reconstructed 
intensity and phase images were generated at both 
distances. Figure 2 illustrates the schematic of the 
3D object “triangle-circle” which belongs to 
category 3. Additionally, Figure 2 presents the 
geometry for digital hologram recording using four-
step phase-shifted plane reference waves. 
 

 
(a)  

Figure 2. schematic of the geometry for the recording of 
the digital hologram of 3-D object volume with different 
features in the front and back planes and separating 
distances z=5 cm and d=1 cm. (a) triangle-circle. BS : 
beam splitter CCD : charge coupled device.   

 
Digital holograms and the reconstructed intensity 

and phase images of four different 3D objects were 
rotated incrementally in steps of 0.5° resulting in a 
dataset of 2,880 images for each type. The dataset 
was prepared in MATLAB. For the n-class (n=3) 
categorization of 3D objects, only phase information 
was utilized. The dataset of 2,880 phase images was 
divided into training, validation, and test sets 
comprising 2,160 images (75%), 432 images (15%), 
and 288 images (10%) respectively. For the training 
of the deep learning network, the size of the phase 
image considered was 160 × 160  from 1024 ×1024. The deep learning network was implemented 
in a TensorFlow environment using python 
programming. A sample of a reconstructed phase 
image of a 3D object, specifically the “triangle-
circle” belonging to category 3 is shown in Figure 3. 

The deep learning network was tested on a batch 
of 24 images from the test set. The n-class (n=3) 
error matrix generated by the deep learning network 
is presented in Figure 4.   

 

 
(a)   

Figure 3. reconstructed phase-only image of 3-D object (a) 
triangle-circle.    

 

 
Figure 4. Three-class confusion matrix from phase-only 
image dataset. 

 
From Fig. 4, it is evident that the error matrix 

represents the categorization results for n=3 
categories. Additionally, the ROC and the PPV-TPR 
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characteristic derived from the deep learning 
network are displayed in Figure 5. 

 

                                         (a) 

 

(b)  

Figure 5. a) receiver operating characteristic (ROC). b) 
positive predictive value (PPV)-true positive rate (TPR) 
characteristic.  

 
 
From Figure 5 (a), it can be said that the deep 

learning network has a higher area under curve 
(AUC) value for category 1 compared to other 
categories. Similarly, from Figure 5 (b), it can be 
said that the deep learning network has lower PPV as 
the TPR approaches higher for categories 1, and 2 
whereas, for category 3, the deep learning network 
has higher PPV compared to the other two 
categories.  

4 CONCLUSIONS 

This paper presents the n-class (n=3) categorization 
of three-dimensional (3D) objects using phase-only 
digital holographic data with a deep learning 
network. For the three categories, the 3D object 
“triangle-square” is assigned to category 1, “circle-
square” to category 2, and “triangle-circle” and 
“square-triangle” are grouped into category 3. The 
dataset, consisting of phase-only images obtained 
from digital holographic data, was generated using 
the PSDH technique. It comprises 2,880 images 
created through a rotation invariance method. The 
deep learning network was trained on this dataset to 
produce categorization results. The results, including 
the n-class (n=3) error matrix, ROC, and PPV–TPR 
characteristic validate the approach. The error matrix 
reveals a higher number of images categorized as 
FALSE compared to TRUE for categories 1, and 2 
compared to category 3. For category 3, the error 
matrix has higher number of images for TRUE 
compared to FALSE. Additionally, the ROC analysis 
indicates that the AUC is highest for category 1 
compared to the other two categories. These findings 
demonstrate that deep learning network is a suitable 
method for n-class (n=3) categorization of 3D 
objects using phase-only digital holographic data.  
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