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Visual Question Answering is a rapidly evolving domain in the field of artificial intelligence, which com-
bines computer vision and natural language processing to understand and answer textual questions based
on image content. Our approach involves the fine-tuning of the Bootstrapping Language-Image Pre-training
model, a multimodal framework to address the problems between vision and language modalities. By using
a pre-trained architecture, we can optimize the model for real-world applications through some task-specific
adaptations. Our work highlights how such a model can address the practical challenges in Visual Question
Answering tasks thus improving the alignment between the visual and textual modalities. Experimental re-
sults on the test dataset created using unseen images and questions from the IHDS dataset show an accuracy
of 86.42% and a weighted F1 score of 0.89, showing the effectiveness of our approach in enhancing VQA sys-
tems for any diverse and complex dataset. The integration of domain-specific datasets highlights the versatility
of using fine-tuned models for addressing distinct challenges while also maintaining robust performance. Our
proposed methodology demonstrates adaptability to a domain and also establishes a foundation for applying

multimodal frameworks to culturally rich datasets.

1 INTRODUCTION

Visual Question Answering (VQA)(Antol et al.,
2015) is a relatively new field in artificial intelli-
gence which combines the concepts of computer vi-
sion and natural language processing to develop sys-
tems which can answer questions based on an image.
This task requires the integration of visual perception,
contextual language modeling, and multimodal rea-
soning(Vaswani et al., 2023). Despite the advance-
ments in the artificial intelligence field, achieving re-
liable and generalized performance in VQA tasks re-
mains complicated due to diversity of images and the
complexity of the human language(Li et al., 2024).
Recent developments in multimodal architectures,
such as Bootstrapping Language-Image Pre-training
(BLIP) framework (Li et al., 2022), have shown
promising progress in addressing these problems.
BLIP leverages large-scale pre-training(Piergiovanni
et al., 2022) on diverse vision-and-language datasets
to learn strong representation that accurately display
the relationships between visual and textual modal-
ities(Jia et al., 2021). This foundation provides a
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strong and flexible backbone for a number of tasks,
including VQA. The development of VQA systems
tailored to datasets based on cultural heritage sites
could potentially change the way people interact with
and learn about history. Such a system can be used as
an interactive tool for tourism by enabling tourists to
ask questions about landmarks using the images of the
landmark and receiving accurate responses. They can
also be used for educational purposes by providing
students and researchers with a deeper understanding
of historical and cultural contexts. The integration of
such cultural heritage datasets into research based on
VQA preserves historical narratives while also foster-
ing a deeper understanding and appreciation of cul-
tural heritage.

The proposed methodology as discussed in this
paper utilizes a fine-tuning approach(Lv et al., 2024)
for the BLIP model. BLIP has shown remarkable per-
formance in aligning the visual and textual modalities,
leveraging its pre-trained to excel across a variety of
applications. Our work as depicted in Figure 1, fo-
cuses on customizing BLIP to address a specific VQA
dataset that is the Indian Heritage in Digital Space
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Figure 1: Workflow of proposed methodology.

(IHDS) dataset which includes various cultural her-
itage sites across India. The research work leverag-
ing this dataset is supported under the Indian Heritage
in Digital Space (DST/ICPS/IHDS/2018) initiative, a
part of the Interdisciplinary Cyber Physical Systems
Programme funded by the Department of Science and
Technology, Government of India.The model is fine-
tuned to answer domain-specific questions, such as
identifying the landmarks, the locations or histori-
cal questions regarding the structure. Using this ap-
proach, we aim to connect the pre-training objec-
tives to task-specific requirements, improving its abil-
ity to generate accurate responses based on the con-
text(Coquenet et al., 2023). The proposed method-
ology focuses on adapting BLIP so that it optimizes
performance on the IHDS Dataset, thus making sure
that the relevance to the domain is maintained. The
outputs obtained are evaluated across various ques-
tion categories present in the dataset, showing that
the model is capable of handling tasks such as object
identification and reasoning related to Indian heritage.
The proposed methodology is described in detail in
Section 3 along with the challenges faced. Section 4
shows the results achieved by the model. The con-
clusion in Section 5 presents an analysis of the results
and identifies future research directions for enhancing
VQA systems in specialized domains.

2 BACKGROUND

Visual Question Answering has emerged as a piv-
otal area of research in artificial intelligence, inte-
grating advancements in computer vision and nat-
ural language processing to enable systems to an-
swer questions based on the content of an im-
age. The early methods relied on human-made fea-
tures and traditional machine learning models which
struggled to capture the complex interactions be-
tween visual and language representations(Nguyen

and Okatani, 2018). The advent of deep learning
techniques, particularly Convolutional Neural Net-
works (CNNs)(O’Shea and Nash, 2015) led to sig-
nificant progress by enabling automated feature ex-
traction and improved visual representation. The in-
troduction of transformers(Ondeng et al., 2023) has
revolutionized the field by providing robust mecha-
nisms for cross-modal understanding. Transformer-
based models such as Generative Image-to-Text
Transformer (GIT)(Wang et al., 2022) and Visual-
Language Commonsense Bidirectional Encoder Rep-
resentations from Transformers (VLC-BERT)(Ravi
et al., 2022) have leveraged attention mechanisms
and pre-training strategies to address challenges in
tasks like image captioning(Salaberria et al., 2023)
and VQA.

The overall workflow of our proposed method-
ology, as shown in Figure 1, illustrates how the in-
put data is processed to obtain the resultant output.
Among recent innovations, the BLIP model stands
out for its use of the Multimodal Mixture of Encoder-
Decoder (MED) framework (Li et al., 2022). BLIP ef-
fectively bridges the gap between vision and language
by employing self-supervised pre-training strategies
on large-scale datasets, making it a versatile founda-
tion for various vision-language tasks.

The BLIP model is a state-of-the-art multimodal
framework which integrates understanding of vision
and language to perform tasks like Visual Ques-
tion Answering (VQA). Figure 2 depicts the overall
BLIP architecture which uses a Vision Transformer
(ViT)(Ruan et al., 2022) as the image encoder, thus
dividing the input images into different patches and
then encoding these patches into a embedding se-
quences along with an additional [CLS] token which
represents the global image feature. In comparison
to other traditional object detector based methods,
this approach is more computation-efficient making it
suitable for large-scale tasks. This architecture inte-
grates visual information in the form of text encoding
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Figure 2: Bootstrapping Language-Image Pre-training
Model Architecture.

by inserting a Cross-Attention (CA) layer, whereas
the decoder uses a causal attention mechanism thus
enabling image-grounded text generation. General-
purpose datasets like COCO lack the specificity that is
required for domain-specific applications even though
there have been several advancements. This study
fine-tunes the BLIP model on the IHDS dataset to ad-
dress limitations present in the existing VQA mod-
els for specific contexts like landmarks(Ramaswamy
et al., 2023). The image-question pairs were tok-
enized by the BlipProcessor and the ground-truth
answers were encoded for training. A dynamic beam
search strategy (Huang et al., 2023) was implemented
during the inference phase in order to improve ac-
curacy of responses given by the model. BLIP effi-
ciently captures both visual as well as textual modal-
ities by leveraging its robust architecture and pre-
training on large-scale datasets. The fine tuning pro-
cess is used so that the model adapts to the IHDS
dataset, thus providing accurate and context-aware
answers for the questions related to the landmarks.

3 PROPOSED METHODOLOGY

We propose a fine-tuned BLIP model to answer ques-
tions based on the various Indian heritage sites that
are part of the IHDS dataset. Our model is adjusted to
fit the dataset’s needs by utilizing BLIP’s pre-trained
capabilities. The steps involved in this methodology
are creating a structured dataset, fine-tuning the pre-
trained BLIP model, and incorporating a structured
training and testing approach so that the model per-

forms efficiently. The proposed method involves de-
signing the model in such a way that it understands
the differences associated with the cultural landmarks
and their textual descriptions effectively. The process
is divided into several stages, namely, dataset prepa-
ration, model fine-tuning, training and evaluation, and
results and inference.

3.1 Introduction to Proposed
Methodology

& B
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Figure 3: Steps involved in proposed methodology.

The overall flow of the steps involved is shown in
Figure 3. A custom dataset of images and pairs of
questions-answers was created. The dataset includes
diverse landmarks of cultural heritage in India and is
used for in the training and evaluation phases. The
BLIP model, pre-trained on large-scale vision-and-
language datasets, was fine-tuned to meet the require-
ments for the IHDS dataset. This includes optimizing
the model to generate accurate answers for domain-
specific questions. A well structured training config-
uration was used to fine-tune the BLIP model, using
appropriate optimization techniques, dropout regular-
ization(Salehin and Kang, 2023), and learning rate
scheduling. To evaluate performance of the fine-tuned
model, the custom dataset was used to get accuracy-
based metrics, which included the F1 Score(Manning
et al., 2008) and exact match accuracy(Risch et al.,
2021). In the testing phase, unseen image-question
pairs were used to generate predictions which were
then compared with the actual answers. The results
were saved in a CSV file for further analysis and
interpretation. This methodology makes use of the
BLIP model effectively for answering questions about
the Indian heritage sites by leveraging its pre-trained
capabilities while addressing the specific challenges
faced in this domain.

3.2 Dataset Preparation

The IHDS dataset was modified according to the re-
quirements of the challenge to evaluate the perfor-
mance of the BLIP model’s ability for visual ques-
tion answering based on the Indian heritage sites. The
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dataset contains multiple images along with natural
language questions and answers. Every landmark has
it’s own directory containing the images and the meta-
data. The dataset is organized such that each directory
corresponds to a unique landmark and each of the di-
rectories contain high-resolution images in standard
formats and a data.json file, as depicted with an
example in Figure 4.The data. json file consists of
structured information which includes the questions
associated with each image in the directory and the
corresponding answers for each question.

r
L

"question”: "What is this structure?”,
"answer": "Stone Chariot at Hampi"

Figure 4: A sample from the dataset containing an image of
the Hampi Chariot with the json file containing a question-
answer pair for training.

The dataset was preprocessed in various steps to
prepare it for training and evaluation. First, in or-
der to parse the data, the LandmarkVQADataset class
was implemented to traverse the directory of each
location in the dataset, parse the data.json files,
and pair each image with the data. json file which
contains the questions and answers for that land-
mark. Next, during the tokenization process, the
BlipProcessor(Li et al., 2022) from Hugging Face
Transformers was used to tokenize the natural lan-
guage questions and convert them into input tensors
which can be used by the BLIP model. By structur-
ing the dataset in this way and following these steps
for preprocessing the data, we can optimize the fine-
tuning of the BLIP model. This preparation made sure
that the model’s requirements are compatible while it
also facilitated efficient training and evaluation.

3.2.1 Optimization and Learning Rate
Scheduling

The AdamW optimizer(Loshchilov and Hutter, 2019)
was used for training the model and an exponen-
tial learning rate was used to improve convergence

by gradually reducing the learning rate by using a
weighted decay after each epoch. The learning sta-
bility and efficiency could be balanced by using this
combination of optimizer and scheduler. The training
process optimized the following cross-entropy loss
function(Mao et al., 2023):

1 N
L=— Y log(pi), )
N=
The optimization process follows the update rule:

/11 =6; —MVeL, @)

where 0, represents the model parameters at time
t, M is the learning rate, and VgL is the gradient of the
loss function with respect to the parameters.

For learning rate scheduling, a cosine annealing
strategy using the equation 3 was implemented to
smooth the learning rate decay. The learning rate at
time ¢ is given by:

M = Nimax - % (1 +cos (%n)) ; 3)

where Mmax 1S the maximum learning rate, ¢ is the
current step, and 7 is the total number of steps. This
ensures a gradual reduction in learning rate, promot-
ing better convergence.

3.2.2 Batch Size and Gradient Accumulation

The batch size was set to 2 during the training and
validation phase. To simulate the effects of a larger
batch size and to stabilize the training without exceed-
ing the GPU memory limitation, a gradient accumu-
lation(Aburass and Dorgham, 2023) was employed of
step size 4. A larger effective batch size per opti-
mization step could be processed due to this approach,
ensuring a balance between computational efficiency
and model performance.

3.2.3 Regularization and Early Stopping

In order to prevent overfitting, a regularization
method was needed, so a dropout regularization ap-
plied to the model’s layers during training. A patience
value was also used to implement early stopping,
which monitored the validation loss so that training
can be terminated if no significant improvement was
observed. Thus the computation resources are used
efficiently and overfitting is also avoided.

3.3 Inference Process

The inference process involves generating predictions
for unseen image-question pairs. These predictions



Visual Question Answering on the Indian Heritage in Digital Space Dataset Using the BLIP Model

are then compared with the ground truth answers for
the purpose of evaluation. For each test sample, the
image and its corresponding question are first prepro-
cessed using the BlipProcessor. The natural lan-
guage question is tokenized and the image is con-
verted to a format that is compatible with the BLIP
model. The predictions are generated by passing
the preprocessed inputs through the fine-tuned BLIP
model. The outputs provided by the model are de-
coded using the BlipProcessor which convert the
tokenized predictions into natural language text. The
generated predictions are saved to a .csv file along
with the corresponding image IDs and questions for
further evaluation.

To ensure accurate predictions for unseen ques-
tions, the beam search strategy is adapted, allowing
the model to compare multiple possible answers and
then choose the most likely one. The fine-tuning pro-
cess was designed such that the model’s outputs align
with the domain-specific IHDS dataset, thus improv-
ing its ability to answer the questions related to the
cultural landmarks. Rigorous preprocessing ensured
that the input pair of questions and images were for-
matted consistently so that any errors during inference
were reduced.This process allows the fine-tuned BLIP
model to answer the questions accurately with rele-
vant context even on a diverse range of unseen ques-
tions about Indian heritage sites.

3.4 Challenges and Limitations

The IHDS dataset consisted only of directories con-
taining images for each heritage site without any
questions or answers associated with the landmarks,
which are necessary for VQA tasks. Manual anno-
tation was required for creating the question-answer
pairs for each landmark in the dataset. This pro-
cess ensured thorough annotations which aligned with
the domain-specific requirements of the dataset. The
batch size could not be set higher than 4 due to GPU
memory limitations. However, training with batch
size set to 4 resulted in sharp drops in the F1 Score
and the accuracy, thus it required further reduction of
the batch size to 2.

The limited dataset diversity constrained the
model’s ability to generalize across different land-
marks and question. Even thought the model per-
formed well on distinct landmarks, it struggled with
complex queries. In order to improve the performance
augmentation techniques(Ma et al., 2024) which in-
clude random flips and color jittering were applied
which improved the robustness of the model’s re-
sponses. Future improvements could involve expand-
ing the dataset to increase diversity and refining the

hyperparameters in order to enhance the contextual
understanding as well as the overall accuracy.

4 RESULTS AND ANALAYSIS

This section presents the performance analysis of
the VQA model fine-tuned on the IHDS dataset,
which includes the dataset description, model train-
ing overview and the evaluation metrics.

4.1 Dataset Description

The IHDS dataset, contains images of notable Indian
monuments such as the Agoreshwar Temple, Aihole
Temple, Chandramouleshwar Temple, and the Hampi
Chariot, which highlight India’s rich architectural and
cultural heritage. This dataset comprises 133,481 im-
ages, categorized into 50 distinct classes. However,
due to computational constraints and the need for
manual annotation of question-answer pairs for each
class, we sampled 60 images per class for the train-
ing and evaluation processes, resulting in a curated
subset of 3,000 images. This dataset was adapted
and augmented in order to fit the requirements of the
VQA task by adding image-question pairs specific to
landmark identification and contextual queries. The
questions span categories such as identification of the
structure, historical context, and location, thus includ-
ing diverse queries.

4.2 Model Training Overview

The BLIP model was fine-tuned using the IHDS
dataset, where the answers were then tokenized with a
padding of maximum length of 8 tokens which would
be the labels used for supervised learning. The data
set was then divided into training and validation sets
with a 90:10 ratio, resulting in the training set con-
taining 19,954 samples and the validation set contain-
ing 2,218 samples. A testing dataset with 250 testing
samples was also created with images and questions
that were not used during the training phase. For the
training configuration, the batch size was set to 2, a
learning rate of 2 x 107> with a weight decay of 0.01
and the AdamW optimizer was used. The training
was carried out for a total of 20 epochs with gradient
clipping by setting a maximum norm of 1.0 to prevent
exploding gradients. If there was no improvement af-
ter 10 consecutive epochs then an early stopping was
triggered. To improve the quality of the predicted an-
swers, a beam search strategy is employed during this
step. For questions that are shorter than 10 words, the
beam size is set to 3. Otherwise, for longer questions
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the beam size is increased to 5 for better contextual
understanding.

Training and Validation Loss Trends
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Figure 5: Training and Validation Loss Trends.

Figure 5 shows the trends of training and vali-
dation loss over 20 epochs. The consistent decline
in both training and validation losses indicates
effective learning by the model and convergence of
the fine-tuning process. The two loss curves being
close indicates minimal risk of overfitting, and shows
that the model generalizes well to unseen data. Over-
all, the graph reflects stable convergence of the model.

4.3 Evaluation Metrics

The model’s performance was assessed using two
metrics namely, Exact Match Accuracy and F1 Score.
Exact Match Accuracy measures the percentage of
correctly predicted answers and the F1 score takes a
weighted average that accounts for precision and re-
call. During the training phase, the model achieved an
Exact Match Accuracy of 94.1% and an F1 Score of
0.939 on the validation set, indicating strong general-
ization during fine-tuning. When evaluated on the test
dataset, which comprised of unseen locations and im-
ages, the model achieved an accuracy of 86.42% and a
weighted F1 Score of 0.89. The performance drop on
the test set highlights challenges in generalizing to un-
seen landmarks. Figure 6 provides example compar-
isons between the answers generated by the fine-tuned
model and the correct answers from the test dataset.
The examples illustrate the ability of the model to ac-
curately predict answers for distinct landmarks and
structured questions, thus validating the quantitative
metrics.

Even though the model achieved strong overall
performance, the analysis process revealed some fre-
quent failure cases. Some questions that require dis-
tinct reasoning (e.g., “What material was used for

10
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Figure 6: Result comparison.

constructing this structure?’) or contextual knowl-
edge beyond visual information (e.g., “When was
this templ renovated?’) often led to incorrect an-
swers. Additionally, landmarks with similar archi-
tectural features caused misidentification of the land-
marks. These errors highlight the need for training
the model on a larger and more diverse dataset with
temporal knowledge as well.

S CONCLUSION

In this research, we presented a VQA system tai-
lored for Indian cultural heritage, leveraging the BLIP
model to bridge image understanding and natural lan-
guage processing. The application of different tech-
niques like Exponential Moving Average (EMA), gra-
dient clipping, and learning rate scheduling demon-
strated significant improvements in the model’s ac-
curacy and stability. Experimental results validated
the system’s capability to understand and respond ef-
fectively to both visual and textual inputs, making it
a promising tool for educational and cultural explo-
ration. While the project achieved notable success,
limitations such as dataset size, monolingual focus,
and synonym handling were identified. Addressing
these challenges in future work will involve expand-
ing the dataset, incorporating multilingual capabili-
ties, and integrating external knowledge sources to
enhance comprehension and versatility. The proposed
system opens avenues for real-world applications, es-
pecially on mobile devices and websites, enabling
users to engage with cultural heritage interactively.
With further optimization, the system could signif-
icantly contribute to the accessibility and apprecia-
tion of Indian landmarks and artifacts globally. Ad-
ditionally, such a VQA model deployed as a public
API would help interested developers to create im-
mersive experiences, fostering global awareness of
India’s cultural heritage.
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