
Comparative Study of LSTM-Models to Forecast Millet Production 
in India 

Bhramara Bar Biswal1, Satyanarayan Sahu2, Satya Narayan Das1, Prahallad Kumar Sahu1,  
Shibani Tripathy1, Agni Tanmaya Behera3, Soumya Ranjan Mishra1, Ashutosh Mallik3  

 and Shobhan Banerjee4 
1Department of CSA, GIET University, Gunupur, Odisha, India 

2Department of CSE, CUTM, Jatni, Odisha, India 
3Department of CSE, GIET University, Gunupur, Odisha, India 

4Department of CSE, Indian Institute of Information Technology - Ranchi, Jharkhand, India 

Keywords: Millet Consumption, Time Series Analysis, LSTM, Vanilla LSTM, Bidirectional LSTM, Convolutional 
LSTM 

Abstract: The production of millets has been extensively emphasized these days. Due to their high intrinsic qualities 
and fewer requirements, the government is also trying to promote the production and consumption of millet 
in the form of various millet missions. Due to limitations in the size of the data available, it becomes extremely 
challenging to fine-tune the model in the context of limited availability. In this paper, we have attempted to 
predict the consumption of millet in the Indian market using various variants of Long Short-Term Memory 
(LSTM) models and compared their performances to predict the requirements of Jowar, Bajra, Ragi, and other 
minor millet to see whether the forecast can meet the overall aggregated requirement or not. Both aggregate 
and granular level forecasts have been analyzed to come up with a solution especially where the market is 
booming, and data availability is constrained.

1 INTRODUCTION 

The cultivation of millet has garnered significant 
endorsement from both the central and various state 
governments in contemporary times. This advocacy 
is attributed to the superior nutritional profile of 
millets when juxtaposed with other cereals, including 
wheat and rice. While wheat serves as a 
commendable source of Vitamin B, it is also 
associated with gluten, which may provoke allergic 
reactions, gastrointestinal disturbances, and adverse 
consequences for gut health. In comparison, rice 
exhibits a deficiency in fiber and micronutrients 
relative to millet. Millet contains essential minerals 
like magnesium, phosphorus, potassium, calcium, 
iron, and Vitamin B. Notable advantages of millet 
encompass a high fiber concentration, a low glycemic 
index, the absence of gluten, and a wealth of 
antioxidants. 

Governmental bodies are undertaking numerous 
initiatives aimed at augmenting millet production, 
fostering awareness, facilitating market development, 

ensuring sustainability, and formulating relevant 
policies for millet agriculture. This endeavor is 
congruent with global initiatives focused on 
enhancing food security, advancing nutritional 
quality, and promoting sustainable agricultural 
methodologies. 

The multifaceted nature and robustness of millet 
significantly contribute to this initiative, considering 
their diverse cultivation characteristics. Millets 
exhibit a reduced water requirement for cultivation, 
thereby enabling growth in regions characterized by 
minimal precipitation. Millet demonstrates 
remarkable adaptability to soils that are marginal or 
of suboptimal quality. Their growth cycle generally 
spans from two to four months, facilitating multiple 
cropping opportunities throughout the year and 
rendering them appropriate for production in areas 
experiencing seasonal constraints. In addition to their 
water needs, the demand for fertilizers and pesticides 
in millet cultivation is notably low due to their 
inherent resilience to pests and diseases when 
compared to other cereal crops, thereby presenting a 
cost-efficient option for farmers facing financial 
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challenges. Consequently, in light of prevailing 
climatic conditions, the cultivation of millet is 
imperative for the future of sustainable agriculture 
and the satisfaction of human nutritional 
requirements. 

 
Authors in (Diene, et al. 2024) have addressed the 

variability in pearl millet yield based on distance, 
using UAV-based proxy sensing and ML. In 
(Sankararao, Rajalakshmi, et al. 2022), the authors 
have attempted to identify canopy water stress in 
pearl millet using a UAV-based HSI sensor, 
leveraging five ML-based feature selection 
techniques. A blockchain smart contracts-based 
method has been used in (Ning, Wang, et al. 2023) to 
track millet information in the agricultural supply 
chain. Authors in (Diack , et al. 2024) have estimated 
the fraction of green cover for millet, using a 
framework combining the green cover data Sentinel-
2 images. Machine Learning has been used to study 
the reduction of obesity among children using the 
nutritional contents of millet. 

 
In (Suryo, Mustika, et al. 2019), the authors have 

compared the RMSE values of LSTM with 
the backpropagation algorithm, concluding the 
effectiveness and improvement of LSTM over the 
latter in the agricultural sector. A data discovery and 
visualization tool has been presented in (Dhaliwal, 
Galbraith, et al. , 2023) for time-series analysis in 
agriculture. A time-series optimization and 
forecasting task has been performed using 
the Random Forest and ARIMA model in (Banerjee, 
Banerjee, et al. , 2022). A comparative analysis 
between deterministic and probabilistic time series 
approaches has been performed by authors in 
(Banerjee, Banerjee, et al. , 2023). LSTM RNNs have 
been explained in detail in (Staudemeyer and Morris, 
2019). 

The challenge with millet consumption is that this 
domain is new in the market as of now and sufficient 
data is not available. The task is the generate 
appropriate forecasts with the limited data available 
in hand. In this paper, we have used various variants 
of LSTMs namely – Vanilla LSTM, Stacked LSTM, 
Bidirectional LSTM, Convolutional LSTM, and 
LSTM to study their quality of forecasts with respect 
to millet consumption. This is just an approach to 
analyze whether the deep learning-based LSTM 
models can generate quality forecasts based on 
limited data or not. 

 

2 DATA DESCRIPTION 

2.1 Data Source 

The data has been acquired by the data published by 
the Indian Institute of Millets Research (IIMR), 
which consists of data individually corresponding to 
Finger Millets (Ragi), Pearl Millet (Bajra), Sorghum 
(Jowar), and other minor millets. The data has been 
made available since 1966-67 up to 2019-20. The 
recent data has been acquired from the Agricultural 
and Processed Food Products Export Development 
Authority (APEDA) up to 2023-24. 
 

2.2 Exploratory Data Analysis 

Missing values were imputed with average 
values. 

 
Figure 1: Ragi Production 

 

 
Figure  2: Bajra Production 
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Figure 3: Jowar Production 

 

 
Figure 4: Minor Millet Production 

The data from both sources were merged followed 
by which their distributions were plotted. Figs. 1 to 4 
show the production of Ragi, Bajra, Jowar, and Minor 
Millet over the years. Figure  5 shows the aggregate 
production of all the variants of millet over the years. 
We see that the overall trend is decreasing as of now, 
but ragi production is increasing over the years. 

 

 
Figure 5: Aggregate Production of millet over the years 

 

 
Figure 6: Distribution based on production volume 

 
Figure 7: Production & Area wise distribution 

 
The pie chart in Figure 6 represents the overall 

production percentages of each variant of millet in 
India. We see that the variant widely produced across 
India is Jowar. Figure  7 shows the total production 
and area distribution for each variant of millet in 
consideration. Here we also see that the total area 
needed for the cultivation of Jowar is also the highest 
and the production of Ragi is the least so far all over 
India, even when compared to minor millet 
cultivation. 

 

3 LSTM – RECURRENT NEURAL 
NETWORKS 

Long Short-Term Memory Networks (LSTMs) are a 
specialized type of recurrent neural network (RNN) 
designed to effectively learn and remember patterns 
in sequential data over long periods. Introduced to 
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address the vanishing gradient problem that 
traditional RNNs face, LSTMs utilize a unique 
architecture featuring memory cells, input gates, 
output gates, and forget gates. This structure allows 
them to selectively retain or discard information, 
making them particularly well-suited for tasks such as 
natural language processing, speech recognition, and 
time series forecasting. By maintaining a memory of 
previous inputs while processing new data, LSTMs 
can capture complex dependencies and trends within 
sequences, leading to improved performance in 
various applications. 

Here we’ve used various variants of LSTMs to see 
whether or not are they able to generate forecasts with 
respect to the production of millet of each type in 
consideration. 

3.1 Vanilla LSTM 

It refers to the standard implementation of Long 
Short-Term Memory networks, which serves as the 
foundational architecture for many advanced LSTM 
variants. It consists of memory cells that can store 
information over long sequences, helping to mitigate 
issues like the vanishing gradient problem commonly 
encountered in traditional recurrent neural networks. 
Figure  8 shows the simple Vanilla LSTM 
architecture used for our analysis. 

3.2 Stacked LSTM 

These architectures represent an advancement of the 
fundamental Long Short-Term Memory (LSTM) 
framework, which entails the superimposition of 
multiple LSTM layers to augment the model's 
capacity and enhance its proficiency in assimilating 
complex representations. In a stacked LSTM 
configuration, the output generated by one LSTM 
layer is utilized as the input for the subsequent layer, 
thereby enabling the network to effectively capture 
hierarchical features present within the dataset. This 
multi-tiered methodology significantly improves the 
model's ability to discern intricate temporal patterns 
and dependencies across diverse time scales. By 
leveraging multiple layers, these networks can 
improve performance on a wide range of applications 
while also allowing for greater expressiveness in 
modeling sequences. Figure  9 shows the Stacked 
Vanilla LSTM as used for our analysis. 

3.3 Bidirectional LSTM 

Bidirectional LSTMs represent a sophisticated 
modification of the conventional Vanilla LSTM 

architecture, significantly augmenting the model's 
proficiency in assimilating contextual information 
from both antecedent and subsequent sequences. In 
contrast to traditional LSTMs, which typically 
process data in a unilateral direction (generally from 
antecedent to subsequent), bidirectional LSTMs are 
comprised of two distinct LSTM layers: one layer 
processes the input sequence in a forward manner, 
while the other layer undertakes the processing in a 
reverse manner. This dualistic methodology enables 
the network to acquire a holistic comprehension of 
the temporal dynamics inherent in the data, as it is 
capable of integrating information from both 
temporal directions. 

3.4 CNN LSTM 

The integration of Convolutional Neural Networks 
(CNNs) and Long Short-Term Memory networks 
(LSTMs) in a CNN-LSTM architecture leverages the 
distinct advantages presented by each model to 
proficiently process and analyze spatio-temporal 
datasets. The resultant output produced by the CNN 
is subsequently utilized as the input for the LSTM, 
which adeptly captures the temporal dependencies 
inherent in the sequence of feature maps generated by 
the CNN. This synergy allows the model to leverage 
CNN's ability to identify spatial hierarchies while the 
LSTM handles the sequential relationships over time. 
Figure  11 shows the CNN LSTM used for our 
analysis. 
 

3.5 Convolutional LSTM 

Convolutional LSTMs (ConvLSTMs) are a 
specialized variant of CNN LSTMs, where the 
convolutional layers replace the fully connected  
 

 
Figure 8: Vanilla LSTM Architecture 
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Figure 9: Stacked Vanilla LSTM Architecture 

 

 
Figure 10: Bidirectional LSTM Architecture 

 

 

 
Figure 11: CNN LSTM Architecture 

 
layers found in standard LSTMs, enabling the model 
to process input data as multi-dimensional arrays 
rather than one-dimensional sequences. Figure  12 
shows the Convolutional LSTM Architecture as used 
for our analysis. 

 

Figure 12: Convolutional LSTM Architecture 

4 IMPLEMENTATION 

The data acquired up to 2018-19 from IIMR has been 
used to train the model. The data acquired from 
APEDE has been used to test the model. This creates 
a train set of 53 data points and a test set of 5 data 
points corresponding the which the forecast will be 
validated. 

The Adaptive Moment Estimation (Adam) 
optimizer has been used to train the model, since it 
gives the benefits of both the RMSProp and 
Momentum optimizers, hence adaptively adjusting 
the learning rate. The mean-squared error has been 
kept as the loss metric, which we are trying to 
minimize during the training process. The Rectified 
Linear Unit (ReLU) activation function has been used 
across all the models. Since the data is not so big, 
hence the batch size used in one pass has been set to 
1, but the number of data points passed at a time will 
be varied corresponding to which the RMSE values 
will be calculated. The one that corresponds to the 
lowest RMSE value will be finalized. The 
hyperparameters along with their values have been 
summarized in Table 1 below: 

 

Table 1: Hyperparameters & their values 

Parameter Value 
activation ‘relu’ 
optimizer ‘adam’ 

loss ‘mse’ 
n_features 1 

n_seq 1 
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Table 2:  n_step parameter values 

Variant LSTM n_steps RMSE
 
 

Ragi 

Vanilla 11 125.75
Stacked 12 151.39

Bidirectional 10 141.00
CNN 12 154.89

Convolutional 13 169.21
 
 

Bajra 

Vanilla 14 720.08
Stacked 15 743.24

Bidirectional 10 736.07
CNN 20 856.97

Convolutional 20 614.41
 
 

Jowar 

Vanilla 7 239.02
Stacked 7 251.46

Bidirectional 13 276.84
CNN 19 241.43

Convolutional 14 324.56
 
 

Minor 
Millet 

Vanilla 17 40.23
Stacked 20 37.92

Bidirectional 9 32.40
CNN 3 49.65

Convolutional 4 42.95
 
For each variant, for each LSTM, the 

hyperparameter – n_steps were varied from 3 to 20 
and the value corresponding to which the lowest 
RMSE value was acquired had been chosen for the 
final training of the model. Apart from the 
Convolutional LSTM which was trained for 500 
epochs due to its complex nature, the LSTMs were 
trained for 200 epochs. The n_step parameter values 
corresponding to the lowest RMSE have been 
mentioned in Table 2. 

From Table 2, we can see that the Vanilla LSTM 
even though the simplest one, gave us the least value 
of RMSE for Ragi, Bajra, and Jowar. Bidirectional 
LSTM gave us the least RMSE corresponding to 
minor millet. Hence, we proceed with the final 
forecasts using these values of n_steps, training the 
Vanilla and Bidirectional LSTMs for 200 epochs. 

 

5 RESULTS AND DISCUSSION 

After running the forecasts corresponding to each 
variant for 5 years, their aggregate sum was 
calculated. Figure  13 shows the aggregate forecasts 
along with the actual values from 2019-20 to 2023-
24. 

 
Figure  13: Aggregate Forecast 

From Figure  13, we can clearly see that the exact 
and predicted values have a lot of differences. But if 
we visually analyze the trend of the aggregate curve, 
after 1990-91 there has been a constant decrease in 
the production and our forecasts lie in line with the 
decreasing slope. This shows that based on the past 
trends of the univariate data distribution, the 
generated forecasts were up to the mark. 

6 CONCLUSION AND FUTURE 
SCOPE 

Even after the generation of good-quality forecasts, 
we see that there has been a good difference between 
the forecast and the actual values. The increase in 
production as depicted from the actual values might 
be a consequence of the campaigns being run by the 
government to enhance the consumption and hence 
the production of millets. 

This is where multivariate analysis comes into 
the picture where there’s a need to analyze various 
other factors such as awareness, marketing, subsidies, 
etc. based on the availability of the data. This problem 
will be addressed in our future works in a sequel to 
this paper. 
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