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Abstract: Instant messaging applications have revolutionized communication, making it more accessible and efficient.
However, they have also facilitated the widespread dissemination of prejudiced media content. In this con-
text, the rapid and effective detection of prejudice in texts shared via messaging apps is crucial for promoting
a healthy, diverse, and tolerant communicative environment. Few prejudice detection methods have been
specifically developed for instant messaging platforms. Moreover, the development of effective methods re-
quires labeled datasets containing prejudiced messages disseminated on these platforms, as user expressions
differ significantly from those on other social networks like Facebook, Instagram, and X. However, we have
not found any datasets containing prejudiced messages extracted from WhatsApp or Telegram. This work
presents two publicly available labeled datasets, named PrejudiceWhatsApp.Br and PrejudiceTelegram.Br,
consisting of Brazilian Portuguese (PT-BR) messages collected from public groups on WhatsApp and Tele-
gram, respectively. Additionally, we developed a dictionary of prejudiced words for Brazilian Portuguese,
named PrejudicePT-br, comprising 842 words organized into nine categories. Finally, we built a dictionary-
based machine learning model to automatically detect prejudice in WhatsApp and Telegram messages. We
conducted a series of text classification experiments, combining two feature extraction methods, three distinct
token generation strategies, two preprocessing approaches, and nine classification algorithms to classify texts
into two categories: prejudiced and non-prejudiced. Our best results achieved an F1-score of 0.86 for both
datasets, demonstrating the feasibility of the proposed approach.

1 INTRODUCTION

In recent years, the growing popularity of instant mes-
saging applications has significantly transformed the
way we produce, share, and consume information.
In Brazil, WhatsApp stands out as one of the most
widely used applications, with over 165 million users
(de Sá et al., 2023b). Similarly, Telegram has also ex-
perienced remarkable growth in 2022, with the pro-
portion of smartphones that have the application in-
stalled increasing from 45% to 60% in just one year
(de Sá et al., 2023a). The widespread adoption of
these applications can be attributed to their versatil-
ity and ease of use. Additionally, they offer a par-
ticularly relevant feature: public chat groups. These
groups, accessible via invitation links, are generally
organized around specific themes, such as politics,
sports, finance, or education. Both WhatsApp and
Telegram allow users to join hundreds of groups si-

multaneously, thereby connecting with thousands of
other users in an integrated manner. However, while
these applications promote fast and efficient commu-
nication, the lack of adequate control and regulation
makes them conducive to the large-scale dissemina-
tion of prejudiced discourse.

The study of prejudice as an independent scientific
concept began to gain attention from psychologists in
the 1920s. Since then, numerous studies have system-
atically explored the causes and consequences of this
phenomenon. One of the leading scholars in this field
was the American psychologist Gordon Allport, who
published his renowned book The Nature of Prejudice
in 1954 (CROCHÍK, 1997). Allport emphasized the
influence of personality traits, emotions, and cogni-
tions on the development of prejudice. He defined
prejudice as “a feeling, favorable or unfavorable, to-
ward a person or thing prior to, or not based on, ac-
tual experience”. However, much of contemporary re-
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search tends to agree that one of the most significant
factors related to prejudice is its historical and social
construction. In this regard, Aronson defined preju-
dice as “a hostile or negative attitude toward a partic-
ular group, based on distorted or incomplete gener-
alizations” (GOLDSTEIN, 1983). Similarly, Mezan
(MEZAN, 1998) described prejudice as “a set of be-
liefs, attitudes, and behaviors that attributes a nega-
tive characteristic to any member of a given human
group, solely based on their belonging to that group;
this characteristic is perceived as essential, defining
the nature of the group, and therefore adheres indeli-
bly to all individuals within it”.

Prejudice is one of the most cruel forms of oppres-
sion and discrimination among individuals in contem-
porary society. It also functions as a form of self-
punishment, as it fosters a sense of guilt in the vic-
tim. Any form of prejudice in human relationships is
detrimental to the development of a just, diverse, and
inclusive society. The violence of prejudice fosters
isolation among individuals and subtly instills distrust
among peers.

In this context, the rapid and effective detection
of prejudiced discourse shared on instant messag-
ing applications becomes fundamentally important
for building a democratic and tolerant communica-
tional environment. However, despite this scenario,
there are few detection methods specifically devel-
oped for these platforms. Furthermore, for efficient
methods to be developed, it is essential to have la-
beled datasets containing prejudiced messages that
have been disseminated through these applications, as
the way users express themselves differs significantly
from public social networks such as Facebook, Insta-
gram, and X (Rosenfeld et al., 2018). Nevertheless,
we have not found any datasets containing prejudiced
messages extracted from WhatsApp or Telegram.

Thus, to address this gap, we constructed two
publicly available, anonymized, and labeled datasets
consisting of messages in Brazilian Portuguese (PT-
BR) collected from public WhatsApp and Telegram
groups, respectively. These datasets, which contain
prejudiced messages, were named PrejudiceWhat-
sApp.Br and PrejudiceTelegram.Br. Additionally, we
developed a dictionary of prejudiced words for Brazil-
ian Portuguese, named PrejudicePT-br, which com-
prises 842 words organized into nine categories.

Subsequently, based on the PrejudicePT-br dictio-
nary, we propose an approach for the automatic detec-
tion of prejudiced messages. Finally, a series of text
classification experiments was conducted, combin-
ing two different feature extraction methods (Bag of
Words (BoW) and TF-IDF (Term Frequency – Inverse
Document Frequency)), three different tokenization

strategies (unigrams, bigrams, and trigrams), two pre-
processing approaches (no preprocessing and removal
of stop words with lemmatization), and nine classifi-
cation algorithms to categorize texts into two classes:
prejudiced texts (associated with some form of prej-
udice) and non-prejudiced texts. These experiments
were performed using both PrejudiceWhatsApp.Br
and PrejudiceTelegram.Br.

The results indicate that it is possible to ef-
ficiently identify prejudiced messages. The best
models achieved an F1-score of 0.86 for both
the PrejudiceTelegram.Br and PrejudiceWhatsApp.Br
datasets, demonstrating the feasibility of the proposed
approach. To the best of our knowledge, no previous
study has publicly released labeled datasets contain-
ing prejudiced messages from WhatsApp and Tele-
gram, nor has any research systematically evaluated
strategies for the automatic detection of prejudice in
this context.

The remainder of this article is organized as
follows. Section 2 discusses the main related
works. The PrejudiceWhatsApp.Br and Preju-
diceTelegram.Br datasets are presented in Section 3.
Section 4 details the experiments conducted to evalu-
ate different predictive models for detecting prejudice
in instant messaging applications. Section 5 discusses
the obtained results. Finally, Section 6 presents the
conclusions drawn from this study and outlines possi-
bilities for future research.

2 RELATED WORKS

Initially, it is essential to differentiate between prej-
udiced, pejorative, offensive, toxic language, and
hate speech. Prejudiced language involves a nega-
tive stance toward a particular group, based on dis-
torted or incomplete generalizations. For example:
“Women use the right side of the brain more, which is
why they are more intuitive, emotional, multitasking,
and have lower skills in exact sciences”. Pejorative
language employs terms that devalue something or
someone, such as: “That is so amateurish” or “What
a crappy chair”. Offensive language includes expres-
sions that directly insult or cause discomfort, such as:
“You are an idiot”. Toxic language fosters a com-
munication style that creates a negative environment,
with or without offensive words. For example: “No
one can stand you”. Hate speech consists of expres-
sions that promote discrimination or violence, often
with more severe consequences. For instance: “This
group should be banned”. Naturally, these concepts
may sometimes overlap. For example, a toxic mes-
sage may include offensive expressions.
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In (Dinu et al., 2021), the authors investigated the
following classification task: given a word and a tweet
in which the word appears, the goal was to deter-
mine whether the word was used pejoratively in that
tweet. The experiments were conducted using two
datasets (PEJOR1 and PEJOR2), which contain 944
and 313 pairs (tweet and word), respectively. The best
model achieved an F1-score of 0.864. Additionally,
the study introduced a multilingual lexicon of pejo-
rative terms for English, Spanish, Italian, and Roma-
nian, which was constructed based on online dictio-
naries.

HateBR, a corpus of comments containing hate
speech and offensive language in Portuguese, col-
lected from Instagram, was introduced in (Vargas
et al., 2022). The corpus consists of 7,000 anno-
tated comments, classified according to three differ-
ent layers: binary classification (offensive vs. non-
offensive comments), Offensiveness level classifica-
tion (highly, moderately, and mildly offensive com-
ments), and nine categories of hate speech (including
xenophobia, racism, homophobia, sexism, religious
intolerance, partisanship, advocacy for dictatorship,
antisemitism, and fatphobia). Additionally, a series
of experiments was conducted using HateBR to eval-
uate different machine learning algorithms for offen-
sive language and hate speech classification. The best
models achieved an F1-score of 0.85 for offensive lan-
guage detection and 0.78 for hate speech detection.

A lexicon of offensive expressions in Portuguese,
annotated with contextual information and named
MOL (Multilingual Offensive Lexicon), was intro-
duced in (Vargas et al., 2021). Additionally, based
on the MOL lexicon, the authors proposed a novel
approach for detecting offensive language and hate
speech in social networks. The experiments were con-
ducted using the HateBR dataset, and the best models
achieved an F1-score of 0.88 for offensive language
detection and 0.85 for hate speech detection.

In (Leite et al., 2020), the authors introduced a
dataset named ToLD-Br (Toxic Language Dataset for
Brazilian Portuguese), consisting of tweets in Por-
tuguese annotated as toxic or non-toxic, as well as dif-
ferent types of toxicity. A total of 21,000 tweets was
manually labeled into seven categories: non-toxic,
LGBTQ+phobia, obscenity, insult, racism, misog-
yny, and xenophobia. Subsequently, the authors used
ToLD-Br to evaluate the performance of BERT-based
models for the automatic classification of toxic com-
ments. The best model achieved a macro-F1 score of
0.76.

An affective dictionary for Brazilian Portuguese,
named AffectPT-br, was proposed in (Carvalho et al.,
2018). AffectPT-br was constructed based on the

LIWC 2015 dictionary in English. Additionally,
the authors evaluated the use of AffectPT-br and
LIWC2007pt for polarity classification. The experi-
ments were conducted on two distinct datasets: My
Dear Diary (Meu Querido Diário in Portuguese -
MQD) and TAS-PT. The best results achieved an F1-
score of 0.715 for the MQD dataset and 0.960 for the
TAS-PT dataset, both obtained using AffectPT-br.

The study presented in (Carvalho et al., 2023)
utilized four publicly available datasets and seven
machine learning algorithms to evaluate the use of
the LIWC2015 dictionary compared to its previous
version, LIWC2007, in polarity classification. The
results demonstrated that LIWC2015 outperforms
LIWC2007 in this task. Additionally, an emotional
dictionary specifically designed for political texts in
the German language was introduced and evaluated
in (Widmann and Wich, 2023). The study compared
the proposed dictionary with generic dictionaries by
training different machine learning models. The re-
sults indicated that all customized approaches outper-
formed widely used pre-existing dictionaries in mea-
suring emotional language in German political dis-
course.

The automatic classification of polarity in posts
related to anxiety on a Chinese social media plat-
form was investigated in (Zhu et al., 2024). Linguis-
tic features of the posts, extracted using the Simpli-
fied Chinese–Linguistic Inquiry and Word Count (SC-
LIWC) dictionary, were used to train a TextCNN-
based model. The experimental results indicate that
the proposed approach outperforms traditional meth-
ods in identifying the sentiment polarity of anxiety-
related posts on Chinese social media. Similarly, in
(Sert and Ülker, 2023), the authors examined how the
combination of machine learning methods and LIWC
can be used to detect mental disorders.

The study presented in (Taso et al., 2023) de-
scribes a series of experiments based on the Implicit
Association Test (IAT) from psychology, which were
used to identify and quantify biases in a Portuguese-
language Word Embedding (WE). To achieve this, the
authors utilized a GloVe model trained on a collection
of Internet corpora. The results revealed that various
common sense and gender stereotypes can be found
in the WE, highlighting the importance of discussing
the impact of language models on society.

In (Bahgat et al., 2022), the authors introduced
LIWC-UD, an extension of the LIWC dictionary that
incorporates terms from the Urban Dictionary. While
the original LIWC contains 6,547 unique entries,
LIWC-UD consists of 141,000 unique terms, which
were automatically categorized into LIWC categories
with high confidence using a BERT classifier.
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Table 1: Main Characteristics of Related Works.

Work Task Public Dataset Classifiers
[Dinu et al., 2021] Detection of Pejorative Language Yes KNN, SVM e MLP

[Vargas et al., 2022] Detection of Offensive Language and Hate Speech Yes NB, SVM, MLP e LR
[Vargas et al., 2021] Detection of Offensive Language and Hate Speech Yes SVM, MNB, MLP e LSTM
[Leite et al., 2020] Detection of Toxic Language Yes BERT

[CVarvalho et al., 2018] Polarity Detection Yes SVM, MNB, RF e J48
[This Work] Detection of Prejudiced Language Yes LR, BNB, MNB, KNN, LSVM, SGD, RF, GB e MLP

Table 1 presents the main characteristics of the re-
lated works, including the “Task” or problem investi-
gated, whether the study provides publicly available
datasets, and the classifiers evaluated in the experi-
ments. It is important to note that, unlike previous
studies, the present work focuses on a specific task,
namely the detection of prejudiced language. More-
over, it distinguishes itself by utilizing datasets col-
lected from WhatsApp and Telegram, which have not
been explored in prior research.

3 THE PROPOSED DATASETS

To develop an automatic detector for prejudiced texts
in the context of instant messaging applications, it
is essential to utilize a large-scale labeled dataset
composed of messages in Brazilian Portuguese (PT-
BR) that have circulated on these platforms. How-
ever, no existing corpus with these characteristics has
been identified. To bridge this gap, we constructed
two datasets, named PrejudiceWhatsApp.Br and Prej-
udiceTelegram.Br, consisting of messages collected
from public groups on WhatsApp and Telegram, re-
spectively. For this purpose, we followed the guide-
lines proposed by (Rubin et al., 2015) for the con-
struction of a corpus designed for classification tasks.

3.1 Data Collection

The collection of messages from WhatsApp and Tele-
gram was conducted using the BATMAN platform1

between August 1, 2022, and December 31, 2022
(de Sá et al., 2023b). On WhatsApp, a total of
813,106 unique messages (i.e., non-repetitive) were
collected from 179 public groups. On Telegram,
767,847 unique messages were captured from 150
public groups and/or channels. Manually labeling
such a large volume of messages is unfeasible. There-
fore, a strategy to reduce the number of messages to
be annotated is necessary. To address this, we adopted
an approach based on the use of a word dictionary.

1https://faroldigital.info/

3.2 The PrejudicePT-br Dictionary

We developed a dictionary of prejudiced words for
Brazilian Portuguese, named PrejudicePT-br, which
was constructed using the LIWC2015pt, AffectPT-
br, MOL, and Wiktionary dictionaries as sources.
PrejudicePT-br consists of 842 words organized into
nine categories: Ableism, Fatphobia, Religious In-
tolerance, LGBTQ+ Phobia, Misogyny, Xenophobia,
Racism, Hetarism, and Political Prejudice2.

3.3 Data Selection

We applied an inclusion filter based on the keywords
present in the PrejudicePT-br dictionary. This pro-
cess selected messages containing at least one of the
prejudiced words cataloged in PrejudicePT-br. It is
important to note that the presence of a word from
the PrejudicePT-br dictionary in a message does not
necessarily imply that the message conveys prejudice,
as the meaning of prejudiced words depends on con-
text. After applying the inclusion filter, the WhatsApp
dataset was reduced from 813,106 unique messages to
37,531, while the Telegram dataset was reduced from
767,847 unique messages to 58,787. Even after this
reduction, the number of messages remains too large
for manual annotation.

3.4 Data Anonymization

To ensure user privacy, personal data such as names
and phone numbers were anonymized. Additionally,
we applied a hash function to generate a unique and
anonymous identifier for each user based on their
phone number. Furthermore, a hash function was also
used to create a unique and anonymous identifier for
each group, derived from its name. Since these groups
are publicly accessible, our approach does not vio-
late WhatsApp’s privacy policy3 nor the General Data
Protection Law (LGPD).
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Table 2: Basic Statistics of the PrejudiceWhatsApp.Br and PrejudiceTelegram.Br Datasets.

Metric PrejudiceWhatsApp.Br PrejudiceTelegram.Br
Number of Unique Messages 3.000 3.000
Mean and Standard Deviation of the Number of Tokens 34,72 ± 30,76 50, 81 ± 40,03
Minimum Number of Tokens 1 1
Maximum Number of Tokens 186 183

3.5 Data Labeling

Data labeling is a complex challenge, as it requires
determining whether a given text is prejudiced or not,
meaning whether it is related to any form of prejudice.
Next, we describe the manual labeling process ap-
plied to the textual content of the messages obtained
after the keyword filtering step. It is important to em-
phasize that the labeling process was entirely man-
ual to ensure that the textual corpus is of high quality.
Three annotators conducted the labeling process, and
disagreements were resolved through a collective re-
view to ensure consistency and reliability.

Since the number of messages obtained after the
data filtering step remains significantly large (37,531
for WhatsApp and 58,787 for Telegram), and to en-
sure balanced datasets, we applied the following strat-
egy: We constructed two datasets, named Prejudice-
WhatsApp.Br and PrejudiceTelegram.Br, each con-
taining 3,000 messages that circulated on WhatsApp
and Telegram, respectively. Each dataset consists
of 1,500 unique messages labeled as prejudiced and
1,500 unique messages labeled as non-prejudiced 4.

To obtain these datasets, we follow the approach
described next. We randomly selected messages from
the filtered dataset and manually labeled each one.
This process was repeated until we obtained 1,500
messages labeled as prejudiced (label 1) and 1,500
messages labeled as non-prejudiced (label 0) for each
platform.

In Table 2, we present basic statistical metrics
computed for the PrejudiceWhatsApp.Br and Prej-
udiceTelegram.Br datasets, including the number of
unique messages, the minimum and maximum num-
ber of tokens, as well as the mean and standard de-
viation of the token count. From Table 2, it can be
observed that the characteristics of the messages com-
posing the PrejudiceWhatsApp.Br and PrejudiceTele-
gram.Br datasets do not appear to change substan-
tially, suggesting similar text structures across both
platforms.

2The PrejudicePT-br dictionary is available at
https://github.com/jmmfilho/PrejudicePT-br

3https://www.whatsapp.com/legal/privacy-policy
4https://github.com/jmmfilho/PrejudicePT-br

4 EXPERIMENTAL EVALUATION

4.1 Baseline Evaluation

To provide a baseline for the prejudice detection prob-
lem in Portuguese text messages from Telegram and
WhatsApp, a series of experiments was conducted
using the PrejudiceWhatsApp.Br and PrejudiceTele-
gram.Br datasets.

4.1.1 Features and Classification Algorithms

As previously mentioned, two distinct feature extrac-
tion methods were evaluated: BoW and TF-IDF. Pre-
trained embedding vectors were not used due to the
high occurrence of misspelled words, emoticons, and
neologisms in the corpus. In this context, the BoW
and TF-IDF methods were chosen due to their sim-
plicity, speed, and widespread use in text classifica-
tion tasks.

Before applying the BoW and TF-IDF methods,
the text was converted to lowercase. It is important
to note that emojis are highly prevalent in the dataset
and play a significant role in the language used in in-
stant messaging applications. For this reason, they
were retained in the preprocessing step. However,
since emoji combinations can generate different types
of tokens, a whitespace separation strategy was ap-
plied, ensuring that each emoji is treated as an individ-
ual token. Additionally, URL normalization was per-
formed, where only the domain name was preserved.
Due to the lexical diversity of the corpus, the resulting
feature vectors are sparse and exhibit high dimension-
ality.

Three different tokenization strategies were eval-
uated: unigrams, bigrams, and trigrams. While this
approach results in high-dimensional vectors, it is
expected to reveal distinct patterns in the messages,
as bigrams and trigrams can capture more context-
related information. Additionally, to assess the im-
pact of preprocessing techniques, two approaches
were considered: i) no preprocessing, and ii) using
stop-words removal and lemmatization. These tech-
niques aim to reduce noise, enabling a more precise
representation of the relevant features present in the
messages.
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Thus, 12 different execution scenarios were cre-
ated by combining two feature extraction methods
(BoW and TF-IDF), three tokenization strategies (un-
igrams, bigrams, and trigrams), and two prepro-
cessing approaches (with and without preprocess-
ing). For each of these scenarios, we evaluated nine
classical classification algorithms (Pranckevičius and
Marcinkevičius, 2017), covering different categories:
linear models (Logistic Regression - LR), generative
models (Bernoulli Naive Bayes - BNB and Multi-
nomial Naive Bayes - MNB), instance-based learn-
ing (K-Nearest Neighbors - KNN), support vector
machines (Linear Support Vector Machine - LSVM
and Stochastic Gradient Descent - SGD), ensemble
learning methods (Random Forest - RF and Gradi-
ent Boosting - GB), and neural networks (Multilayer
Perceptron - MLP). As a result, for each developed
dataset, a total of 108 experiments was conducted.
The classification algorithms were implemented us-
ing the scikit-learn Python library (Pedregosa et al.,
2011). In this study, due to the infrastructure avail-
able, we chose to evaluate only classical machine
learning algorithms, leaving the investigation of pop-
ular language models (e.g., BERTimbau, GPT-4, and
DeepSeek V3) for future work.

For the MLP method, a batch size of 64 was used,
along with an early stopping strategy. In this ap-
proach, 10% of the training data was reserved for
validation, and training was halted if the validation
performance did not improve by at least 0.001 for
five consecutive epochs. All other hyperparameters
were kept at their default values for all classifica-
tion algorithms. Although a systematic hyperparam-
eter optimization was not performed, the diversity
of tested approaches provides valuable insights into
which learning strategies may be more suitable for the
investigated problem, thereby establishing a baseline.
All data and code used in the experiments are avail-
able in our online repository5.

4.1.2 Performance Metrics

As previously mentioned, the investigated problem
is a binary classification task, where prejudice rep-
resents the positive class (which is also our class of
interest), and non-prejudice represents the negative
class. To evaluate the performance of each model,
the following metrics were used: False Positive Rate
(FPR), Precision (PRE), Recall (REC), and F1-score
(F1). Since we applied k-fold cross-validation (k= 5),
we will report the mean and standard deviation of
each metric across all conducted experiments.

After performing cross-validation, we selected the

5https://github.com/jmmfilho/PrejudicePT-br

best classifier and the most effective features. Next,
we retrained the model using a randomly selected
training set, which corresponds to 80% of the to-
tal available data. Subsequently, we evaluated the
model’s performance using the remaining 20% of the
data, which was initially set aside to form the test set.

4.2 Using the PrejudicePT-br
Dictionary

In this series of experiments, we aimed to enhance
predictive models by combining the BoW and TF-
IDF feature extraction methods with the categories
present in the PrejudicePT-br dictionary. For each
message, we computed the number of words belong-
ing to each of the nine categories in PrejudicePT-br.
As a result, nine additional features were incorporated
into the experiments. Finally, we evaluated the strat-
egy of using the words from the PrejudicePT-br dic-
tionary as features, by calculating how many times
each word appears in a given message. This approach
resulted in a feature set of 842 attributes.

5 RESULTS

In this section, we present and discuss the results ob-
tained for both datasets, PrejudiceWhatsApp.Br and
PrejudiceTelegram.Br, in both the baseline evaluation
and the experiments incorporating the PrejudicePT-br
dictionary.

5.1 Baseline Evaluation Results

Each of the tables presented below contains informa-
tion on six different scenarios. For each scenario, we
highlight the values of the performance metrics (AUC
Score, Precision, Recall, and F1-score) obtained by
each of the nine evaluated classifiers, along with the
number of generated features and the training time
required for the classification model. More specifi-
cally, the six evaluated scenarios were as follows: (a)
Unigrams only, without preprocessing, (b) Unigrams
only, with stopword removal and lemmatization, (c)
Unigrams and bigrams, without preprocessing, (d)
Unigrams and bigrams, with stopword removal and
lemmatization, (e) Unigrams, bigrams, and trigrams,
without preprocessing, and (f) Unigrams, bigrams,
and trigrams, with stopword removal and lemmatiza-
tion.
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Table 3: Baseline Results on PrejudiceTelegram.Br Using the BoW Method.

(a) BoW-1. Features: 14.491, Time: 313.0s.

Method Auc Score Precision Recall F1-score

LR 0.90 0.82±0.02 0.81±0.01 0.820±0.01
BNB 0.85 0.64±0.02 0.90±0.02 0.752±0.01
MNB 0.87 0.73±0.01 0.89±0.02 0.808±0.01
LSVM 0.89 0.82±0.02 0.81±0.01 0.820±0.01
KNN 0.70 0.59±0.02 0.80±0.01 0.686±0.01
SGD 0.89 0.83±0.04 0.80±0.05 0.812±0.01
RF 0.90 0.83±0.02 0.79±0.02 0.813±0.01
GB 0.93 0.92±0.01 0.80±0.01 0.860±0.00

MLP 0.87 0.80±0.02 0.79±0.03 0.796±0.02

(b) BoW-1 W/Pre. Features: 15.218, Time: 141.3s.

Method Auc Score Precision Recall F1-score

LR 0.90 0.82±0.02 0.81±0.01 0.818±0.01
BNB 0.85 0.63±0.01 0.92±0.01 0.755±0.01
MNB 0.86 0.73±0.02 0.89±0.01 0.808±0.01

LSVM 0.88 0.81±0.03 0.79±0.01 0.801±0.02
KNN 0.71 0.64±0.01 0.71±0.03 0.680±0.02
SGD 0.87 0.81±0.02 0.77±0.02 0.794±0.01
RF 0.90 0.84±0.01 0.78±0.01 0.812±0.00
GB 0.91 0.89±0.03 0.78±0.03 0.834±0.01

MLP 0.87 0.79±0.03 0.81±0.01 0.805±0.01

(c) BoW-1,2. Features: 102.297, Time: 872.5s.

Method Auc Score Precision Recall F1-score

LR 0.90 0.82±0.02 0.81±0.01 0.822±0.01
BNB 0.85 0.59±0.01 0.96±0.00 0.735±0.01
MNB 0.86 0.72±0.02 0.89±0.02 0.801±0.01
LSVM 0.90 0.83±0.01 0.81±0.01 0.825±0.00
KNN 0.60 0.50±0.00 0.98±0.00 0.670±0.00
SGD 0.88 0.81±0.02 0.79±0.03 0.804±0.02
RF 0.87 0.79±0.03 0.78±0.01 0.789±0.01
GB 0.93 0.92±0.01 0.80±0.01 0.859±0.00

MLP 0.88 0.78±0.02 0.81±0.02 0.801±0.02

(d) BoW-1,2 W/Pre. features: 70.176, Time: 1647.4s.

Method Auc Score Precision Recall F1-score

LR 0.89 0.80±0.02 0.81±0.01 0.813±0.01
BNB 0.85 0.58±0.00 0.97±0.01 0.727±0.00
MNB 0.84 0.70±0.01 0.91±0.01 0.793±0.01

LSVM 0.89 0.81±0.02 0.80±0.01 0.806±0.01
KNN 0.59 0.51±0.01 0.94±0.03 0.668±0.00
SGD 0.87 0.79±0.01 0.77±0.01 0.784±0.01
RF 0.87 0.78±0.04 0.78±0.02 0.784±0.02
GB 0.91 0.91±0.01 0.75±0.01 0.826±0.00

MLP 0.87 0.79±0.02 0.80±0.01 0.798±0.01

(e) BoW-1,2,3. Features: 222.563, Time: 2134.5s.

Method Auc Score Precision Recall F1-score

LR 0.89 0.81±0.02 0.80±0.02 0.809±0.01
BNB 0.83 0.56±0.00 0.98±0.00 0.715± 0.00
MNB 0.83 0.70±0.01 0.91±0.01 0.794±0.01
LSVM 0.89 0.82±0.01 0.79±0.00 0.812±0.01
KNN 0.56 0.50±0.00 0.99±0.00 0.669±0.00
SGD 0.87 0.80±0.02 0.79±0.04 0.795±0.02
RF 0.86 0.75±0.02 0.80±0.02 0.780±0.02
GB 0.93 0.92±0.01 0.79±0.01 0.857±0.00

MLP 0.86 0.76±0.01 0.82±0.04 0.793±0.02

(f) BoW-1,2,3 W/Pre. Features: 164.396, Time: 1458.8s.

Method Auc Score Precision Recall F1-score

LR 0.89 0.81±0.02 0.80±0.02 0.806±0.01
BNB 0.84 0.54±0.00 0.98±0.01 0.706± 0.00
MNB 0.83 0.68±0.00 0.93±0.01 0.787±0.00

LSVM 0.89 0.82±0.01 0.79±0.02 0.808±0.00
KNN 0.59 0.51±0.01 0.95±0.00 0.669±0.00
SGD 0.87 0.80±0.02 0.79±0.02 0.798±0.01
RF 0.86 0.77±0.03 0.79±0.03 0.784±0.02
GB 0.91 0.90±0.03 0.77±0.01 0.830±0.00

MLP 0.86 0.75±0.02 0.84±0.03 0.798±0.01

5.1.1 Results Obtained for Telegram

The results obtained from the experiments conducted
with the PrejudiceTelegram.Br dataset are summa-
rized in Tables 3 and 4. Table 3 presents the re-
sults for the BoW (Bag of Words) feature extraction
method. Table 4 illustrates the results for the TF-
IDF feature extraction method. From Tables 3 and
4, we observe that the Gradient Boosting (GB) and
Support Vector Machine (SVM) classifiers generally
achieved the best performance, considering the F1-
score. On the other hand, Bernoulli Naive Bayes
(BNB) and K-Nearest Neighbors (KNN) had the low-
est average performance. The remaining classifiers
performed consistently well across all scenarios. Ad-
ditionally, we note that the BoW and TF-IDF strate-
gies yielded similar results, indicating that both meth-
ods are viable for prejudiced language detection in the
Telegram dataset.

5.1.2 Results Obtained for WhatsApp

The results obtained from the experiments conducted
with the PrejudiceWhatsApp.Br dataset are summa-
rized in Tables 5 and 6. Table 5 presents the results
for the BoW feature extraction method. Table 6 il-
lustrates the results for the TF-IDF feature extrac-
tion method. From Tables 5 and 6, we observe that
the Logistic Regression (LR), Support Vector Ma-
chine (SVM) and Gradient Boosting (GB) classifiers
generally achieved the best performance in terms of
F1-score. On the other hand, the K-Nearest Neigh-
bors (KNN) classifier consistently demonstrated the
worst performance across all tested configurations.
This suggests that KNN struggled with the classifi-
cation task in this context. The remaining classifiers
performed consistently well across all scenarios, fur-
ther reinforcing the effectiveness of different machine
learning methods for prejudiced language detection
on WhatsApp.
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Table 4: Baseline Results on PrejudiceTelegram.Br Using the TF-IDF Method.

(a) TF-IDF-1. Features: 16.371, Time: 238.3s.

Method Auc Score Precision Recall F1-score

LR 0.85 0.78±0.02 0.73±0.02 0.763±0.02
BNB 0.85 0.64±0.02 0.90±0.02 0.752±0.01
MNB 0.85 0.75±0.01 0.79±0.02 0.773±0.01
LSVM 0.89 0.81±0.01 0.79±0.02 0.807±0.01
KNN 0.78 0.74±0.01 0.69±0.07 0.716±0.00
SGD 0.89 0.80±0.02 0.79±0.06 0.795±0.02
RF 0.88 0.81±0.03 0.77±0.02 0.796±0.01
GB 0.93 0.91±0.01 0.79±0.00 0.853±0.00

MLP 0.86 0.78±0.02 0.77±0.02 0.776±0.02

(b) TF-IDF-1 W/Pre. Features: 15.218, Time: 164.1s.

Method Auc Score Precision Recall F1-score

LR 0.85 0.78±0.01 0.74±0.01 0.762±0.00
BNB 0.85 0.63±0.01 0.92±0.01 0.755±0.01
MNB 0.85 0.75±0.01 0.80±0.02 0.773±0.01

LSVM 0.89 0.81±0.02 0.79±0.02 0.808±0.02
KNN 0.78 0.73±0.01 0.69±0.02 0.713±0.00
SGD 0.88 0.81±0.03 0.78±0.03 0.796±0.02
RF 0.89 0.82±0.01 0.77±0.01 0.800±0.01
GB 0.91 0.88±0.02 0.76±0.02 0.820±0.01

MLP 0.86 0.77±0.01 0.78±0.03 0.779±0.01

(c) TF-IDF-1,2. Features: 102.297, Time: 954.8s.

Method Auc Score Precision Recall F1-score

LR 0.80 0.76±0.02 0.67±0.02 0.713±0.02
BNB 0.85 0.59±0.01 0.96±0.00 0.735±0.01
MNB 0.83 0.76±0.01 0.74±0.04 0.753±0.02
LSVM 0.87 0.80±0.02 0.76±0.01 0.783±0.01
KNN 0.79 0.74±0.01 0.68±0.01 0.713±0.00
SGD 0.88 0.78±0.00 0.79±0.03 0.793±0.01
RF 0.87 0.78±0.01 0.78±0.03 0.783±0.02
GB 0.93 0.91±0.00 0.79±0.01 0.855±0.00

MLP 0.84 0.76±0.03 0.73±0.06 0.746±0.03

(d) TF-IDF-1,2 W/Pre. Features: 84.810, Time: 951.3s.

Method Auc Score Precision Recall F1-score

LR 0.80 0.76±0.02 0.66±0.02 0.711±0.01
BNB 0.85 0.58±0.00 0.97±0.01 0.729±0.00
MNB 0.83 0.74±0.01 0.75±0.02 0.750±0.01

LSVM 0.87 0.80±0.02 0.76±0.01 0.787±0.00
KNN 0.78 0.72±0.01 0.69±0.03 0.708±0.01
SGD 0.88 0.78±0.02 0.81±0.03 0.799±0.01
RF 0.87 0.79±0.01 0.78±0.01 0.790±0.01
GB 0.91 0.89±0.02 0.76±0.01 0.820±0.01

MLP 0.85 0.76±0.01 0.77±0.02 0.768±0.01

(e) TF-IDF-1,2,3. Features: 222.563, Time: 2231.7s.

Method Auc Score Precision Recall F1-score

LR 0.78 0.76±0.03 0.62±0.02 0.687±0.02
BNB 0.83 0.56±0.00 0.98±0.00 0.715±0.00
MNB 0.81 0.75±0.01 0.71±0.04 0.734±0.02
LSVM 0.85 0.78±0.02 0.73±0.01 0.755±0.01
KNN 0.79 0.73±0.01 0.67±0.02 0.703±0.01
SGD 0.86 0.80±0.03 0.73±0.05 0.761±0.02
RF 0.85 0.75±0.01 0.79±0.04 0.776±0.01
GB 0.93 0.91±0.01 0.79±0.01 0.851±0.00

MLP 0.83 0.74±0.02 0.74±0.04 0.745±0.02

(f) TF-IDF-1,2,3 W/Pre. features: 164.396, Time: 2193.2s.

Method Auc Score Precision Recall F1-score

LR 0.78 0.75±0.02 0.62±0.02 0.683±0.02
BNB 0.84 0.54±0.00 0.98±0.00 0.706±0.00
MNB 0.81 0.73±0.00 0.73±0.03 0.735±0.01

LSVM 0.85 0.79±0.01 0.73±0.02 0.764±0.01
KNN 0.78 0.72±0.01 0.68±0.02 0.705±0.01
SGD 0.85 0.79±0.02 0.72±0.06 0.755±0.02
RF 0.86 0.76±0.03 0.79±0.01 0.777±0.02
GB 0.91 0.88±0.02 0.76±0.02 0.818±0.01

MLP 0.83 0.75±0.01 0.77±0.02 0.760±0.01

5.2 Results from Using the
PrejudicePT-br Dictionary

Initially, we evaluated the strategy of combining the
nine categories from the PrejudicePT-br dictionary
with the BoW and TF-IDF feature extraction meth-
ods, while also incorporating unigrams, bigrams, and
trigrams, along with text preprocessing. The results
obtained using this strategy are presented in Table 7.

Notably, the best baseline result for PrejudiceTele-
gram.Br, with an F1-score of 0.860, was obtained us-
ing Gradient Boosting (GB) with unigrams and no
preprocessing. However, the best result obtained us-
ing the dictionary-based approach (incorporating the
categories from PrejudicePT-br) for PrejudiceTele-
gram.Br reached an F1-score of 0.857. This was
achieved using GB, with unigrams, bigrams, and tri-
grams, along without preprocessing, and the BoW
method.

It is worth noting that the best baseline result for
PrejudiceWhatsApp.Br, with an F1-score of 0.868,
was obtained using Gradient Boosting (GB) with un-
igrams and bigrams, without text preprocessing, and
using the TF-IDF method. In contrast, the best re-
sult using the dictionary-based approach (incorporat-
ing the categories from PrejudicePT-br) for Prejudice-
WhatsApp.Br achieved an F1-score of 0.866. This re-
sult was obtained using GB with unigrams, bigrams,
and trigrams, without preprocessing, and the TF-IDF
method.

Next, we conducted experiments to evaluate the
use of the nine categories from the PrejudicePT-br
dictionary as standalone features, without combin-
ing them with the BoW or TF-IDF feature extrac-
tion methods. The results of these experiments are
shown in Table 8. Note that, the best result for Preju-
diceTelegram.Br achieved an F1-score of 0.640, using
only 9 features and a training time of 5.8s. This per-
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Table 5: Baseline Results on PrejudiceWhatsApp.Br Using the BoW Method.

(a) BoW-1. Features: 10.924, Time: 319.2s.

Method Auc Score Precision Recall F1-score

LR 0.93 0.88±0.00 0.84±0.01 0.863 ± 0.00
BNB 0.90 0.70±0.01 0.92±0.01 0.801±0.01
MNB 0.91 0.77±0.00 0.90±0.01 0.834±0.01
LSVM 0.92 0.87±0.01 0.83±0.00 0.855±0.00
KNN 0.76 0.81±0.05 0.44±0.07 0.566±0.05
SGD 0.92 0.85±0.01 0.83±0.02 0.844±0.00
RF 0.92 0.87±0.02 0.81±0.01 0.836±0.00
GB 0.94 0.94±0.01 0.79±0.02 0.862±0.01

MLP 0.90 0.84±0.03 0.83±0.02 0.846±0.00

(b) BoW-1 W/Pre. features: 9.820, Time: 308.3s.

Method Auc Score Precision Recall F1-score

LR 0.92 0.86±0.01 0.82±0.01 0.841 ± 0.01
BNB 0.90 0.69±0.01 0.92±0.01 0.793±0.00
MNB 0.91 0.77±0.01 0.89±0.01 0.830±0.00

LSVM 0.91 0.85±0.00 0.82±0.01 0.837±0.00
KNN 0.77 0.81±0.06 0.52±0.08 0.629±0.04
SGD 0.90 0.86±0.01 0.80±0.02 0.835±0.01
RF 0.92 0.86±0.02 0.79±0.02 0.831±0.00
GB 0.93 0.94±0.01 0.76±0.02 0.840±0.02

MLP 0.91 0.84±0.02 0.82±0.01 0.837±0.01

(c) BoW-1,2. Features: 60.344, Time: 1504.7s.

Method Auc Score Precision Recall F1-score

LR 0.92 0.86±0.01 0.84±0.00 0.850±0.00
BNB 0.89 0.65±0.01 0.93±0.01 0.773±0.01
MNB 0.89 0.76±0.01 0.88±0.01 0.823±0.01
LSVM 0.92 0.87±0.01 0.83±0.01 0.853±0.01
KNN 0.69 0.85±0.11 0.28±0.2 0.372±0.02
SGD 0.91 0.85±0.01 0.82±0.01 0.835± 0.01
RF 0.91 0.82±0.03 0.83±0.01 0.829±0.01
GB 0.94 0.94±0.01 0.78±0.02 0.860±0.01

MLP 0.90 0.84±0.01 0.83±0.01 0.838±0.01

(d) BoW-1,2 W/Pre. Features: 48.576, Time: 1421.5s.

Method Auc Score Precision Recall F1-score

LR 0.92 0.85±0.01 0.82±0.01 0.837±0.00
BNB 0.89 0.63±0.00 0.94±0.01 0.761±0.00
MNB 0.89 0.76±0.01 0.89±0.01 0.822±0.01

LSVM 0.92 0.87±0.00 0.81±0.00 0.841±0.00
KNN 0.67 0.75±0.07 0.38±0.17 0.484±0.11
SGD 0.91 0.86±0.02 0.80±0.01 0.834± 0.00
RF 0.90 0.83±0.03 0.81±0.01 0.827±0.01
GB 0.93 0.94±0.01 0.75±0.02 0.842±0.01

MLP 0.90 0.83±0.03 0.82±0.01 0.828±0.01

(e) BoW-1,2,3. Features: 125.729, Time: 3716.1s.

Method Auc Score Precision Recall F1-score

LR 0.91 0.84±0.02 0.83±0.00 0.844±0.01
BNB 0.88 0.61±0.00 0.94±0.00 0.748± 0.00
MNB 0.88 0.75±0.01 0.90±0.01 0.820±0.01
LSVM 0.92 0.86±0.02 0.83±0.00 0.847 ±0.01
KNN 0.64 0.84±0.15 0.30±0.34 0.304±0.30
SGD 0.91 0.84±0.02 0.84±0.01 0.836±0.00
RF 0.89 0.78±0.01 0.84±0.01 0.810±0.01
GB 0.94 0.94±0.01 0.78±0.02 0.858±0.02

MLP 0.90 0.83±0.01 0.84±0.01 0.838±0.00

(f) BoW-1,2,3 W/Pre. Features: 113.634, Time: 1150.4s.

Method Auc Score Precision Recall F1-score

LR 0.92 0.87±0.01 0.82±0.00 0.848±0.01
BNB 0.88 0.60±0.00 0.96±0.01 0.743± 0.00
MNB 0.89 0.75±0.01 0.90±0.01 0.822±0.01

LSVM 0.92 0.87±0.01 0.83±0.00 0.853 ±0.00
KNN 0.70 0.87±0.10 0.28±0.22 0.374±0.17
SGD 0.91 0.86±0.02 0.82±0.01 0.842±0.00
RF 0.91 0.83±0.03 0.80±0.02 0.822±0.01
GB 0.93 0.92±0.00 0.78±0.02 0.846±0.01

MLP 0.91 0.85±0.02 0.83±0.02 0.842±0.01

formance was lower than the one obtained with the
combined approach (PrejudicePT-br + BoW), which
reached an F1-score of 0.857. However, the com-
bined approach used 222,563 features and required
2,134.6s for training. For the PrejudiceWhatsApp.Br
dataset, using only the PrejudicePT-br dictionary as
features resulted in an F1-score of 0.733, with just
9 features and a training time of 5.7s. This perfor-
mance was also lower than that of the combined ap-
proach (PrejudicePT-br + TF-IDF), which obtained an
F1-score of 0.866. However, the combined approach
used 153,813 features and required 1,603.3s for train-
ing. These results suggest that for specific scenarios
requiring frequent model retraining, a viable alterna-
tive could be to use only the nine categories from the
PrejudicePT-br dictionary as features, significantly re-
ducing computational cost while maintaining reason-
able classification performance.

Finally, we conducted experiments to evaluate the
use of the 842 words from the PrejudicePT-br dictio-
nary as standalone features, without combining them

with the BoW or TF-IDF feature extraction methods.
The results of these experiments are shown in Table
9.

In this final experiment, the best result for Preju-
diceTelegram.Br achieved an F1-score of 0.713, using
MNB and only 842 features, with a training time of
24.8s. This performance was lower than the one ob-
tained with the combined approach (PrejudicePT-br
+ BoW + GB), which reached an F1-score of 0.857.
However, the combined approach used 222.563 fea-
tures and required 2,134.6s for training. For the Prej-
udiceWhatsApp.Br dataset, using only the words of
PrejudicePT-br dictionary as features resulted in an
F1-score of 0.812, with just 842 features and a train-
ing time of 34.71s. This performance was also lower
than that of the combined approach (PrejudicePT-br +
TF-IDF + GB), which obtained an F1-score of 0.866.
However, the combined approach used 153,813 fea-
tures and required 1,603.3s for training. Besides, the
best result for PrejudiceWhatsApp.Br achieved an F1-
score of 0.812, a lower value compared with the F1-
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Table 6: Baseline Results on PrejudiceWhatsApp.Br Using the TF-IDF Method.

(a) TF-IDF-1. Features: 12.549, Time: 130.0s.

Method Auc Score Precision Recall F1-score

LR 0.89 0.83±0.02 0.78±0.01 0.810±0.01
BNB 0.90 0.71±0.01 0.91±0.01 0.804±0.01
MNB 0.88 0.79±0.01 0.81±0.02 0.803±0.01
LSVM 0.92 0.88±0.01 0.83±0.01 0.855±0.01
KNN 0.87 0.81±0.03 0.78±0.01 0.800±0.01
SGD 0.92 0.86±0.02 0.83±0.01 0.848±0.01
RF 0.92 0.86±0.02 0.81±0.01 0.837±0.00
GB 0.94 0.92±0.00 0.80±0.02 0.861±0.01

MLP 0.91 0.85±0.01 0.82±0.01 0.841±0.00

(b) TF-IDF-1 W/Pre. Features: 11.344, Time: 146.1s.

Method Auc Score Precision Recall F1-score

LR 0.89 0.84±0.02 0.78±0.01 0.809±0.01
BNB 0.90 0.70±0.01 0.91±0.01 0.800±0.00
MNB 0.88 0.80±0.01 0.81±0.02 0.806±0.01

LSVM 0.92 0.87±0.02 0.82±0.01 0.850±0.01
KNN 0.86 0.81±0.02 0.78±0.02 0.797±0.02
SGD 0.91 0.86±0.01 0.82±0.02 0.844±0.01
RF 0.92 0.86±0.01 0.79±0.01 0.831±0.00
GB 0.93 0.92±0.01 0.78±0.02 0.850±0.01

MLP 0.90 0.84±0.02 0.82±0.01 0.831±0.01

(c) TF-IDF-1,2. Features: 72.560, Time: 944.0s.

Method Auc Score Precision Recall F1-score

LR 0.85 0.82±0.02 0.74±0.02 0.779±0.02
BNB 0.89 0.66±0.01 0.94±0.01 0.781±0.01
MNB 0.86 0.79±0.02 0.77±0.02 0.786±0.01
LSVM 0.90 0.85±0.02 0.79±0.01 0.826±0.01
KNN 0.86 0.80±0.02 0.77±0.01 0.791±0.01
SGD 0.90 0.85±0.02 0.80±0.01 0.831±0.00
RF 0.91 0.84±0.01 0.82±0.01 0.833±0.01
GB 0.94 0.92±0.01 0.81±0.02 0.868±0.01

MLP 0.89 0.83±0.03 0.81±0.01 0.825±0.01

(d) TF-IDF-1,2 W/Pre. Features: 59.134, Time: 1012.8s.

Method Auc Score Precision Recall F1-score

LR 0.85 0.82±0.02 0.74±0.02 0.782±0.01
BNB 0.89 0.64±0.00 0.95±0.01 0.770±0.00
MNB 0.85 0.79±0.01 0.77±0.03 0.784±0.02

LSVM 0.90 0.86±0.02 0.79±0.01 0.828±0.01
KNN 0.86 0.81±0.02 0.78±0.02 0.798±0.02
SGD 0.90 0.86±0.02 0.79±0.02 0.828±0.01
RF 0.90 0.83±0.03 0.81±0.02 0.827±0.01
GB 0.93 0.92±0.00 0.79±0.01 0.853±0.01

MLP 0.90 0.83±0.02 0.80±0.01 0.821±0.00

(e) TF-IDF-1,2,3. Features: 153.813, Time: 1603.3s.

Method Auc Score Precision Recall F1-score

LR 0.84 0.81±0.03 0.71±0.02 0.761±0.02
BNB 0.89 0.62±0.00 0.94±0.11 0.751±0.00
MNB 0.84 0.79±0.02 0.76±0.01 0.780±0.01
LSVM 0.89 0.84±0.02 0.77±0.02 0.810±0.01
KNN 0.86 0.80±0.01 0.77±0.01 0.789±0.01
SGD 0.89 0.84±0.02 0.80±0.01 0.819±0.01
RF 0.90 0.81±0.02 0.82±0.02 0.818±0.01
GB 0.94 0.92±0.01 0.81±0.01 0.866±0.00

MLP 0.88 0.81±0.04 0.80±0.00 0.806±0.02

(f) TF-IDF-1,2,3 W/Pre. Features: 113.634, Time: 1451.7s.

Method Auc Score Precision Recall F1-score

LR 0.84 0.81±0.03 0.72±0.02 0.765±0.01
BNB 0.88 0.60±0.00 0.96±0.01 0.743±0.00
MNB 0.84 0.78±0.01 0.77±0.03 0.780±0.01

LSVM 0.89 0.85±0.02 0.77±0.01 0.812±0.01
KNN 0.86 0.81±0.02 0.78±0.02 0.797±0.02
SGD 0.89 0.84±0.02 0.78±0.01 0.815±0.01
RF 0.90 0.81±0.03 0.80±0.03 0.811±0.02
GB 0.93 0.91±0.00 0.79±0.02 0.851±0.01

MLP 0.88 0.82±0.03 0.78±0.02 0.808±0.02

score of 0.868 obtained by the combined approach.
These results suggest that for specific scenarios

requiring frequent model retraining, a viable alter-
native could be to use only the 842 words from the
PrejudicePT-br dictionary as features, significantly re-
ducing computational cost while maintaining reason-
able classification performance.

5.3 Threats to Validity

During the execution of the experiments, several
threats to validity were identified (Wohlin et al.,
2012). Next, we discuss some of them. The message
collection occurred during a period of intense politi-
cal debate, which may have increased the number of
prejudiced messages, potentially affecting the distri-
bution of the dataset. The messages were collected
from 179 public WhatsApp groups and 150 public
Telegram groups/channels, primarily focused on po-
litical debates. This sample may not fully capture the

general behavior of groups in Brazil.

6 CONCLUSIONS AND FUTURE
WORK

In this study, we introduced two datasets, named Prej-
udiceWhatsApp.Br and PrejudiceTelegram.Br, con-
taining prejudiced messages in Brazilian Portuguese
(PT-BR) that circulated in public WhatsApp and Tele-
gram groups, respectively. Additionally, we devel-
oped a dictionary of prejudiced words for Brazil-
ian Portuguese, named PrejudicePT-br, consisting of
842 words organized into nine categories. Based on
the PrejudicePT-br dictionary, we proposed an ap-
proach for the automatic detection of prejudiced mes-
sages. Finally, a series of experiments was conducted
to evaluate the proposed approach, which achieved
a best F1-score of 0.868. This result demonstrates
the feasibility of the proposed method. As future
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Table 7: Results from Using the 9 Categories of the PrejudicePT-br Dictionary with BoW and TF-IDF.

(a) PrejudicePT-br + BoW-1,2,3. Features: 153.813, Time:
1446.0s - PrejudiceWhatsApp.Br.

Method Auc Score Precision Recall F1-score

LR 0.91 0.84±0.02 0.83±0.00 0.851±0.01
BNB 0.88 0.61±0.00 0.94±0.00 0.751±0.00
MNB 0.88 0.75±0.01 0.90±0.01 0.823±0.01
LSVM 0.92 0.86±0.02 0.83±0.00 0.860±0.01
KNN 0.64 0.84±0.15 0.30±0.34 0.372±0.30
SGD 0.91 0.84±0.02 0.84±0.01 0.842±0.01
RF 0.89 0.78±0.01 0.84±0.01 0.822±0.00
GB 0.94 0.94±0.01 0.78±0.02 0.858±0.01

MLP 0.90 0.83±0.01 0.84±0.01 0.837±0.00

(b) PrejudicePT-br + BoW-1,2,3. Features: 222.563, Time:
2134.6s - PrejudiceTelegram.Br.

Method Auc Score Precision Recall F1-score

LR 0.89 0.80±0.02 0.81±0.02 0.809±0.02
BNB 0.83 0.56±0.00 0.98±0.00 0.715±0.00
MNB 0.83 0.68±0.01 0.93±0.01 0.794±0.00

LSVM 0.89 0.81±0.03 0.81±0.01 0.812±0.01
KNN 0.54 0.50±0.00 0.99±0.00 0.669±0.00
SGD 0.87 0.80±0.01 0.78±0.04 0.795±0.02
RF 0.85 0.74±0.03 0.81±0.02 0.780±0.03
GB 0.93 0.93±0.01 0.78±0.01 0.857±0.00

MLP 0.86 0.79±0.03 0.82±0.02 0.793± 0.01

(c) PrejudicePT-br + TF-IDF-1,2,3. Features: 153.813,
Time: 1603.3s - PrejudiceWhatsApp.Br.

Method Auc Score Precision Recall F1-score

LR 0.87 0.77±0.02 0.85±0.01 0.761±0.02
BNB 0.88 0.61±0.00 0.94±0.00 0.751±0.00
MNB 0.86 0.80±0.02 0.83±0.01 0.780±0.01
LSVM 0.90 0.81±0.03 0.83±0.00 0.810±0.01
KNN 0.79 0.74±0.02 0.71±0.02 0.789±0.01
SGD 0.90 0.83±0.03 0.82±0.01 0.819±0.01
RF 0.88 0.77±0.03 0.83±0.01 0.818±0.01
GB 0.94 0.94±0.01 0.79±0.02 0.866±0.00

MLP 0.87 0.78±0.03 0.82±0.01 0.806±0.02

(d) PrejudicePT-br + TF-IDF-1,2,3. Features: 222.563,
Time: 2231.8s - PrejudiceTelegram.Br.

Method Auc Score Precision Recall F1-score

LR 0.85 0.76±0.02 0.81±0.03 0.687±0.02
BNB 0.83 0.56±0.00 0.98±0.00 0.715±0.00
MNB 0.85 0.77±0.02 0.79±0.04 0.734±0.02

LSVM 0.87 0.78±0.02 0.81±0.02 0.755±0.01
KNN 0.72 0.70±0.02 0.54±0.05 0.703±0.01
SGD 0.88 0.79±0.02 0.80±0.03 0.761±0.02
RF 0.85 0.74±0.02 0.79±0.03 0.776±0.01
GB 0.93 0.92±0.01 0.79±0.02 0.851±0.00

MLP 0.84 0.76±0.03 0.76±0.08 0.745±0.02

Table 8: Results from Using the 9 Categories of the PrejudicePT-br Dictionary.

(a) PrejudicePT-br. Features: 9, Time: 5.7s - PrejudiceWhat-
sApp.Br

Method Auc Score Precision Recall F1-score

LR 0.77 0.79±0.03 0.67±0.03 0.730±0.03
BNB 0.73 0.63±0.01 0.82±0.01 0.719±0.00
MNB 0.72 0.75±0.03 0.49±0.01 0.594±0.07
LSVM 0.77 0.79±0.03 0.66±0.03 0.726±0.03
KNN 0.74 0.72±0.01 0.65±0.15 0.664±0.08
SGD 0.75 0.78±0.03 0.65±0.04 0.714±0.03
RF 0.79 0.80±0.04 0.67±0.03 0.732±0.03
GB 0.79 0.80±0.05 0.67±0.03 0.733±0.04

MLP 0.78 0.79±0.03 0.67±0.03 0.729±0.03

(b) PrejudicePT-br. Features: 9, Time: 5.8s - PrejudiceTele-
gram.br

Method Auc Score Precision Recall F1-score

LR 0.67 0.72±0.03 0.53±0.04 0.615±0.03
BNB 0.66 0.73±0.04 0.52±0.03 0.612±0.03
MNB 0.65 0.71±0.04 0.52±0.03 0.607±0.03

LSVM 0.67 0.72±0.03 0.53±0.04 0.614±0.03
KNN 0.65 0.65±0.05 0.61±0.08 0.627±0.02
SGD 0.66 0.69±0.06 0.54±0.09 0.598±0.02
RF 0.70 0.71±0.04 0.58±0.02 0.640±0.02
GB 0.70 0.71±0.04 0.56±0.04 0.630±0.03

MLP 0.67 0.68±0.04 0.53±0.05 0.597±0.02

Table 9: Results from Using the 842 Words of the PrejudicePT-br Dictionary.

(a) PrejudicePT-br. Features: 842, Time: 34.71s - Prejudice-
WhatsApp.Br.

Method Auc Score Precision Recall F1-score

LR 0.90 0.92±0.00 0.71±0.04 0.804±0.02
BNB 0.90 0.89±0.00 0.74±0.03 0.809±0.02
MNB 0.89 0.88±0.00 0.75±0.04 0.812±0.02
LSVM 0.89 0.91±0.02 0.72±0.04 0.812±0.03
KNN 0.83 0.84±0.10 0.70±0.09 0.753±0.01
RF 0.89 0.90±0.01 0.72±0.04 0.802±0.03

SGD 0.89 0.94±0.01 0.69±0.05 0.797±0.03
MLP 0.89 0.91±0.00 0.72±0.04 0.809±0.02

(b) PrejudicePT-br. Features: 842, Time: 24.8s - Preju-
diceTelegram.br.

Method Auc Score Precision Recall F1-score

LR 0.80 0.83±0.03 0.60±0.02 0.701±0.02
BNB 0.79 0.80±0.03 0.63±0.02 0.709±0.02
MNB 0.80 0.80±0.03 0.64±0.02 0.713±0.02

LSVM 0.80 0.82±0.02 0.61±0.02 0.703±0.02
KNN 0.74 0.74±0.09 0.64±0.07 0.680±0.01
RF 0.78 0.80±0.02 0.61±0.02 0.695±0.01

SGD 0.79 0.86±0.03 0.56±0.01 0.682±0.01
MLP 0.79 0.81±0.01 0.63±0.01 0.713±0.01

work, we intend to compare the proposed approach
with state-of-the-art Large Language Models, such as

GPT-4 and DeepSeek-V3.
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