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Data preprocessing is a crucial yet often opaque stage in machine learning workflows. Manual preprocessing is

time consuming and inconsistent, while automated pipelines efficiently transform data but lack explainability,
making it difficult to track modifications and understand preprocessing decisions. This lack of transparency
can lead to uncertainty and reduced confidence in data preparation. PreXP (Preprocessing with Explainabil-
ity) addresses this gap by enhancing transparency in preprocessing workflows. Rather than modifying data,
PreXP provides interpretability by documenting and clarifying preprocessing steps, ensuring that users remain
informed about how their data has been prepared. Initial evaluations suggest that increasing visibility into pre-
processing decisions improves trust and interpretability, reinforcing the need for explainability in data driven
systems and supporting the development of more accountable machine learning workflows.

1 INTRODUCTION

Data preprocessing is a critical stage in machine
learning workflows, transforming raw data into a
structured format suitable for modeling. It directly
influences data quality, model performance, and the
reliability of insights derived from machine learning
systems. Despite its significance, preprocessing is of-
ten treated as an opaque process, where transforma-
tions occur without explicit documentation or trans-
parency. While automation has improved efficiency, it
frequently lacks explainability, leaving users unaware
of the modifications applied to their data.

Existing preprocessing approaches pose signifi-
cant challenges. Manual preprocessing, although pro-
viding control and flexibility, is time intensive and
prone to inconsistencies. In contrast, automated tools
efficiently transform data but rarely offer insights into
their decisions. As a result, users may receive pre-
processed data without clarity on what changes were
made, making it difficult to verify transformations and
assess their impact. The absence of explainability
in preprocessing creates a barrier to trust and inter-
pretability in data driven workflows.

Explainability in preprocessing is essential for en-
suring transparency in machine learning pipelines.
While extensive research has focused on explain-
ability in model decision making, preprocessing re-
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mains an overlooked aspect despite its direct impact
on downstream results. A clear understanding of data
transformations allows users to verify integrity, assess
biases, and make informed decisions before deploy-
ing models.

To address this gap, PreXP (Preprocessing with
Explainability) is introduced as a preprocessing tool
that integrates automation with transparency. It ex-
ecutes key preprocessing tasks including handling
missing data, encoding categorical variables, and
scaling numerical features while simultaneously doc-
umenting and explaining each step. Unlike conven-
tional tools that apply transformations without visi-
bility, this framework ensures that preprocessing de-
cisions remain interpretable, traceable, and accessible
to users.

This paper evaluates the effectiveness of the pro-
posed solution in enhancing transparency in data
preparation. It explores the core functionalities of
the framework, discusses its role in improving trust
in machine learning workflows, and highlights the
importance of ensuring that data transformations are
both effective and clearly understood.

2 RELATED WORK

The automation of data preprocessing is a key compo-
nent in modern machine learning pipelines, directly
influencing model performance and interpretability.
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Despite its importance, preprocessing remains largely
opaque, with automated tools transforming data with-
out transparency. While automation and genera-
tive Al techniques have improved preprocessing effi-
ciency, challenges related to interpretability, scalabil-
ity, and generalizability persist. This section reviews
key developments in automated preprocessing frame-
works, profiling integration, and the lack of explain-
ability, positioning PreXP as a transparent alternative.
There have been previous work for the generaliza-
tion of visualizations and the automated generation of
them as well (AbouWard et al., 2024; Roshdy et al.,
2018).

2.1 Automation Frameworks for
Preprocessing

Several frameworks have been proposed to reduce
manual preprocessing and enhance consistency. Gio-
vanelli et al. (Giovanelli et al., 2021a) showed that
optimized pipelines improve predictive performance,
yet transformation sequences remain difficult to in-
terpret. AutoGluon Tabular (Erickson et al., 2020)
automates preprocessing for structured data but lacks
visibility into applied transformations. Atlantic (San-
tos and Ferreira, 2023) adapts pipelines dynamically
but does not explain decisions. Similarly, Preprocessy
(Kazi et al., 2022) and the pipeline from (Chheda
et al., 2021) prioritize flexibility and efficiency, while
omitting transformation level interpretability.

2.2 Integrating Profiling with
Preprocessing

Data profiling plays a critical role in assessing dataset
quality before transformation, yet it is often treated as
a standalone process. Most existing frameworks over-
look profiling as an integrated component of prepro-
cessing, requiring users to manually interpret statis-
tics before applying transformations. Salhi et al.
(Salhi et al., 2023) highlighted that this disconnect
can reduce efficiency and lead to suboptimal out-
comes. Zakrisson et al. (Zakrisson, 2023) intro-
duced the Trinary Decision Tree, which enhances
missing value handling by classifying missingness
types; however, it does not extend explainability to
other preprocessing stages. As a result, transparency
remains limited when users cannot trace how profiling
insights inform transformation choices.
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2.3 Challenges in Explainability for
Preprocessing

Despite growing interest in XAlI, preprocessing ex-
plainability remains underexplored. Most frame-
works apply transformations without rationale, leav-
ing users uncertain about how missing values were
handled, how encoding was performed, or why cer-
tain scaling methods were used. Salhi et al. (Salhi
etal., 2023) and Zakrisson et al. (Zakrisson, 2023) ac-
knowledge this gap, while Tae et al. (Tae et al., 2019)
highlight the difficulty of handling structured and un-
structured data without losing explainability. Black
box preprocessing introduces trust concerns that re-
main unresolved.

2.4 Positioning PreXP as a Transparent
Preprocessing Framework for
Structured Data

PreXP bridges the gap between automation and trans-
parency by ensuring each preprocessing step is both
applied and explained. Unlike existing tools that op-
erate as black boxes, PreXP logs and justifies every
transformation, allowing users to query specific steps
such as missing value handling, encoding, and scal-
ing.

A key distinction lies in its integration of profil-
ing within the preprocessing workflow. Instead of
requiring manual interpretation of statistics, PreXP
uses profiling insights to guide decisions dynamically,
making the process more efficient and interpretable.
By offering explainable, queryable transformations,
PreXP shifts preprocessing toward greater account-
ability. Future work will focus on incorporating do-
main specific modules and expanding its explanation
capabilities to enhance user trust and interaction.

3 METHODOLOGY

PreXP was developed to automate preprocessing for
structured datasets while ensuring full transparency
of each transformation. Unlike conventional prepro-
cessing tools that apply transformations without user
insight, PreXP provides a detailed explanation of ev-
ery step, allowing users to verify and understand data
modifications. This section outlines the archictecture
of the tool, workflow, preprocessing techniques, and
explainability mechanisms.



3.1 System Architecture and Design

PreXP follows a structured workflow that balances ef-
ficient preprocessing with transparency. The architec-
ture, illustrated in Figure 1, outlines the core compo-
nents of the tool and data flow.

Automated
Preprocessing

Missing Data
Handling
Date Handling
Scaling and
Normalization
Outlier
Handling

Cleaned
Dataset

Output,

Insights
Logs

Extractor

Query LLM

Figure 1: System workflow illustrating the preprocessing
pipeline and explainability integration in PreXP.

The process begins with dataset upload, where
structured CSV files are verified and profiled. Profil-
ing generates statistical summaries, correlation matri-
ces, and missingness categorizations (MCAR, MAR,
MNAR), which are stored in the insights log to inform
preprocessing steps.

Automated transformations including missing
value handling, encoding, scaling, outlier treatment,
and date feature extraction are then applied. Each step
is recorded in the preprocessing log, detailing deci-
sions such as imputation methods or encoding strate-
gies.

To support explainability, PreXP maintains three
distinct logs: (1) insights logs for dataset characteris-
tics, (2) preprocessing logs for transformation details,
and (3) query logs for user inquiries. These enable
traceable, queryable explanations.

User queries are processed by a LLM, which re-
trieves relevant entries from the logs and generates
natural language responses explaining the rationale
behind each transformation.

After preprocessing, the transformed dataset is
made available for download, enabling users to con-
tinue their machine learning workflows with full
awareness of all modifications.

3.2 Tool Functions and Flow

This section outlines the structured workflow within
PreXP, detailing its core functionalities and interac-
tion flow.

1. Dataset Upload: Users upload a CSV file, which
is verified before processing.
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2. Profiling and Insights Generation: The dataset
is analyzed, generating statistical summaries and
missing data distributions.

3. Automated Preprocessing: Transformations such
as missing data handling, encoding, scaling, and
outlier management are applied.

4. Explainability and Query Mechanism: Prepro-
cessing decisions are logged, enabling users to
query and retrieve explanations.

5. Preprocessed Data Output: The final processed
dataset is displayed for verification and download.

The following subsections expand on each step, il-
lustrating the functionality and role in transparent pre-
processing.

3.2.1 Dataset Uploading

PreXP opens with an introductory interface that out-
lines its core functionalities, including profiling, au-
tomated transformations, and explainability.

The first step involves uploading a structured CSV
file. The system automatically verifies the format
of the file, checks for missing headers, and ensures
structural consistency. Users may optionally specify
a target column to guide encoding and missing data
handling; if not provided, preprocessing proceeds in
a generic manner suitable for general purpose work-
flows.

3.2.2 Data Profiling

Data profiling systematically examines the dataset to
build a comprehensive understanding of its structure
and contents. It captures key statistics, including
mean, median, minimum and maximum values, per-
centages of missing data, skewness, and the presence
of outliers. These insights are stored in logs that high-
light patterns in missingness and are later used to in-
form preprocessing decisions such as imputation, en-
coding, and scaling.

Upon completion, PreXP generates a detailed pro-
filing report Figure 2 that includes numerical sum-
maries, correlation heatmaps, and distribution plots.
These visual components expose relationships be-
tween variables and help detect irregularities within
the dataset, playing a crucial role in assessing data
quality and preparing for transformation.

3.2.3 Automated Preprocessing

PreXP automates essential preprocessing steps to pre-
pare raw data for machine learning workflows. The
process includes handling missing data, encoding cat-
egorical variables, scaling numerical features, manag-
ing outliers, and extracting date related components.
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Figure 2: Compressed view of the profiling report showing
dataset characteristics and relationships.

These transformations are dynamically tailored based
on the dataset’s characteristics, ensuring adaptability
across diverse use cases.

Users are presented with a summary of each step
applied and can review the final dataset upon comple-
tion, reinforcing transparency throughout the prepro-
cessing pipeline. A detailed explanation of the under-
lying techniques follows in subsequent sections.

3.2.4 Explainability Visualizations

PreXP enhances transparency by offering detailed vi-
sualizations that summarize key preprocessing steps,
allowing users to understand how their data has been
transformed. These visual insights facilitate inter-
pretability and ensure that preprocessing decisions re-
main traceable. The figures presented in this section
illustrate a subset of the available explainability fea-
tures, demonstrating key transformations applied to
the dataset.

Figure 3 provides an analysis of missing data,
distinguishing between different patterns observed
within the dataset. It highlights the proportion of val-
ues categorized as Missing Completely at Random
(MCAR) and Missing Not at Random (MNAR), aid-
ing users in assessing potential biases introduced by
missing values.

Figure 4 presents an overview of the encoding
strategies applied to categorical variables. It illus-
trates the distribution of encoding methods such as
one hot encoding, frequency encoding, and target
based encoding, ensuring users can assess how cat-
egorical data has been transformed.

To complement the encoding overview, Figure 5
details encoding transformations at a column level,
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Missing Data Handling

How Missing Data Was Handled

Completely at Random [NCAR)
Random (41AR)

Figure 3: Analysis of missing data, displaying proportions
of MCAR and MNAR values.

Encoding Methods Overview

Encoding Methods Applied

B One-Hot Encoding, because it simplifies categorical variable.
Notransformation applied.
M Frequency Encoding, reduces dimensionality efficiently.

Figure 4: Overview of encoding techniques applied to cate-
gorical variables.

Encoding Details per Column
Select a column to see its encoding technique:

title V.

Encoding Applied to title : Frequency Encoding, reduces
dimensionality efficiently.

Before Encoding (title) After Encoding (title)
% EXCLUSIVE RELEASE % | LUXURY 3 BED FLAT | C C 0.002
* BUY NOW 624,000AED * (20% FIRST PAYMENT 0.0041

2 GREEN HEART OF DUBAI |URBAN DESIGN | LUXUR 0.002

3 Prime Location | Corner Spacious Unit | BrightUn 0.002

4 VeryLimited | Ideal For Investment | 40% Discour 0.002

Figure 5: Column specific encoding transformations ap-
plied during preprocessing.

providing a breakdown of which categorical variables
were assigned specific encoding techniques. This en-
ables users to verify consistency in the encoding strat-
egy across different features.

Beyond individual transformations, Figure 6 high-
lights the structured logging mechanism in PreXP,
which systematically records every preprocessing
step taken. This ensures that all modifications, such
as missing data handling, encoding, and scaling, are
documented for future reference.

Lastly, PreXP provides an interactive query inter-
face Figure 7, allowing users to retrieve justifications
for preprocessing actions. Powered by a LLM, this
feature enables users to ask questions regarding spe-



Detailed Preprocessing Logs

Encoding propertyType  One-HotE Low cardinality (1 unique values).
Encoding id No transfc Numeric column detected
Encoding rera No transfc Numeric column detected.
Encoding price No transfc Numeric column detected.

Scalingand Outlier Handling id Scaling: st Scaling: Low skewness and acceptable range; stanc

Scaling and Outlier Handling rera Scaling:n Scaling: High skewness detected; normalization sc¢

4 Scalingand Outlier Handling price Scaling: n. Scaling: High skewness detected; normalization sz

5 Scaling id Scalingar Applied Standardization to standardize the column

scaling rera scaling ap Applied Normalization to standardize the column.

Scaling price Scalingap Applied Normalization to standardize the column.

Figure 6: Preprocessing logs capturing applied transforma-
tions for transparency.

Step 4: Explainability

Query Preprocessing Decisions =
Ask about a preprocessing step (.g.,'What was done to column X?')

what was done to title column?]

Response:

«  Encoding: Frequency Encoding was applied to the 'title’ column.

Frequency Encoding is a technique used to reduce the dimensionality of categorical variables
efficiently. It transforms the original values into their corresponding frequencies, which can be useful
for capturing the relative importance or popularity of each category.

This encoding method is particularly beneficial when dealing with high-cardinality categorical
variables, as it helps to simplify the data and improve model performance. By reducing the number
of unique values, frequency encoding can also speed up training and inference processes.

Figure 7: Query interface.

cific transformations and receive detailed responses,
reinforcing transparency and trust in the preprocess-
ing workflow.

4 BACKEND PROCESSING

This section explains the core mechanisms behind the
automated preprocessing of PreXP and its explain-
ability features. It details how transformations are ap-
plied based on structured rules and how the system
enables explainability through a LLM.

4.1 Preprocessing Techniques

PreXP employs a structured and rule based approach
to preprocessing, ensuring transformations are both
automated and explainable. This section outlines the
key operations applied to structured datasets.
Missing Data Handling

PreXP classifies missing values using the MCAR,
MAR, and MNAR framework and applies appropri-
ate strategies:

¢ Deletion: Rows or columns are removed if miss-
ing values exceed a defined threshold.
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e Imputation: Numerical values are filled using
mean, median, or regression based techniques:

xij=f(x—ij)+€ )]
where f(x_; ;) is a predictive function using avail-
able data.

» Categorical Handling: Missing categorical val-
ues are imputed with the mode or labeled as
‘Missing*.

Encoding Categorical Data
Encoding is selected based on variable cardinality:

* One Hot Encoding: Generates binary indicators

for low cardinality features:

1, iij' =

@)

Zij= .
/ 0, otherwise

* Frequency Encoding: Replaces categories with
relative frequency:

Count of x;
/! 1
%~ Total Count )
* Target Encoding: Maps categories to their aver-
age target value:
x; _ Z}'Gciy
|Cil

Scaling and Normalization

To ensure numerical comparability, PreXP applies:

“

* Min-Max Scaling:
TR =t min().c) )
max(x) — min(x)
* Robust Scaling: More resilient to outliers:
, _ x—median(x)
IQR(x)
Outlier Detection and Treatment
Using the IQR method, PreXP identifies and option-
ally removes or adjusts outliers:
IQR = Q03— 0 (N
Lower Bound = Q; — 1.5 X IQR ®)
Upper Bound = Q3 + 1.5 X IQR

Date Feature Extraction
Date fields are decomposed into machine readable
components:

* Year, Month, Day
* Day of week

(6)

* Time elapsed from a reference date

Together, these preprocessing techniques enable
consistent and interpretable transformation of struc-
tured datasets. The next section discusses how
these transformations are made transparent through
PreXP’s explainability system.
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4.2 LLM Powered Explainability

A key challenge in automated preprocessing is ensur-
ing that users understand the transformations applied
to their data. PreXP addresses this by integrating a
LLM, powered by Cohere, which enables users to
query preprocessing steps and receive clear, contex-
tual explanations. Rather than operating as a black
box, PreXP offers direct justifications for each trans-
formation. Cohere was selected for its freely available
research API, making it well suited for experimental
use.

4.2.1 Structured Logging for Transparency

To support explainability, PreXP maintains structured
logs that capture essential details at every step. These
logs serve as the foundation for retrieving relevant in-
formation when users request insights into data trans-
formations.

1. Insight logs store key dataset characteristics from
profiling, including missing data patterns, feature
distributions, and detected anomalies.

2. Preprocessing logs record specific transforma-
tions applied, such as how missing values were
handled, which encoding techniques were used,
and what scaling method was applied.

3. Query logs track user inquiries and the system re-
sponses, ensuring that all explanations are backed
by actual preprocessing steps taken.

These logs allow PreXP to provide precise, trace-
able justifications for each preprocessing decision.

4.2.2 Explainability Mechanism

The explainability system of PreXP responds to user
queries about data transformations through a struc-
tured three step process:

1. Analyzing the query to identify the relevant pre-
processing step.

2. Retrieving corresponding actions from structured
preprocessing logs.

3. Generating a natural language explanation using
the Cohere LLM. Prompts are automatically cre-
ated based on the logs and user intent, such as:
“Explain why Min Max scaling was applied to
column ’Age’” or “State why column ’Country’
was frequency encoded.”

This mechanism keeps users informed of data
modifications, reinforcing transparency and trust. By
exposing preprocessing decisions, PreXP offers an in-
terpretable and verifiable preprocessing framework.
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5 RESULTS AND EVALUATION

This section presents the evaluation of PreXP based
on two studies: (1) A comparative study assessing its
preprocessing performance against manual methods
and (2) A usability study evaluating engagement, ex-
plainability, and user perception.

5.1 Comparative Study: Manual vs.
PreXP

To assess the impact of PreXP on preprocessing effi-
ciency and model performance, 10 participants man-
ually preprocessed datasets before applying PreXP to
the same data. The evaluation focused on preprocess-
ing time, accuracy differences, and transparency in
preprocessing decisions.

At the time of this study, no publicly available pre-
processing frameworks offered built in explainability
features similar to PreXP. Therefore, a manual base-
line was used as the primary point of comparison to
reflect current common practice in data preprocess-
ing.

5.1.1 Preprocessing Time and Efficiency

PreXP demonstrated a significant reduction in pre-
processing time, automating tasks that typically re-
quire substantial manual effort. Participants reported
that manual preprocessing took an average of 33.43
minutes, whereas PreXP completed the same tasks in
just 1.86 minutes, achieving a 94.44% time reduction.
The automation of missing value handling, encoding,
and scaling contributed to this efficiency.

Table 1: Preprocessing Time Comparison.

Metric Value
Average Manual Preprocessing Time (mins) | 33.43
Average PreXP Preprocessing Time (mins) 1.86

Time Reduction (%) 94.44

5.1.2 Model Performance Analysis

While PreXP does not yet include feature engineer-
ing, it maintained a reasonable level of accuracy
across diverse datasets. In some cases, PreXP prepro-
cessing improved accuracy, particularly in datasets re-
quiring structured feature transformations. For exam-
ple, in the Predict Students Dropout dataset, PreXP
preprocessing increased accuracy from 0.75 to 0.79.
Similarly, in Stroke Prediction, PreXP outperformed
manual preprocessing in Logistic Regression (0.7671
vs. 0.7358) and Decision Trees (0.8309 vs. 0.6888).



The datasets evaluated in this experiment were in-
dependently chosen by the participants based on their
familiarity and previous work. This approach ensured
that participants were confident in their manual pre-
processing choices, while also demonstrating the flex-
ibility of PreXP across a wide range of real world
datasets as shown in Table 2.

In some cases, manual preprocessing held a slight
advantage due to adjustments specific to the dataset.
For instance, in the Real Estate UAE dataset, manual
steps led to marginally higher accuracy, highlighting
the potential benefit of incorporating domain-specific
feature engineering in future versions of PreXP.

Table 2: Model performance comparison: Manual prepro-
cessing vs. PreXP.

Dataset Model Manual Accuracy | PreXP Accuracy
Mobile Price Classification Random Forest 0.88 0.89
Plane Survival Logistic Regression 0.815 0.803
Plane Survival Random Forest 0.8044 0.786
Financial Loan Approval Logistic Regression 0.8113 0.8018
Financial Loan Approval XGBoost 0.7830 0.7477
Financial Loan Approval Random Forest 0.7925 0.7748
Airline Delay Prediction Logistic Regression 0.6400 0.5929
Airline Delay Prediction XGBoost 0.6493 0.7063
Airline Delay Prediction Random Forest 0.6589 0.7021
Predict Students Dropout Decision Trees 0.75 0.79
Stroke Prediction Logistic Regression 0.7358 0.7671
Stroke Prediction Decision Tree 0.6888 0.8309
Stroke Prediction Random Forest 0.9412 0.8499
Student Course R i Logistic i 0.7358 0.7671
Student Course Recommendation | Decision Tree 0.6888 0.8309
Student Course Recommendation | Random Forest 0.9412 0.8499
Real Estate UAE Logistic Regression 0.84 0.82

5.1.3 Explainability and Preprocessing
Differences

Explainability played a crucial role in participant as-
sessments. The majority of participants (4.33/5 av-
erage rating) agreed that PreXP provided meaningful
insights into preprocessing decisions. Every partici-
pant (100%) noticed differences between their manual
preprocessing and the approach of PreXP, particularly
in missing value handling and encoding strategies.

Several users noted that PreXP “removed low
variance columns” and applied "automated encod-
ing decisions that differed from manual preprocess-
ing”. However, participants generally found the ex-
plainability features of PreXP useful in understanding
transformations.

5.2 Usability Study: User Engagement
and Explainability

Following the comparative study, a second experi-
ment evaluated the usability, engagement, and ex-
plainability of PreXP. Twenty five participants from
engineering and computer science backgrounds inter-
acted with the tool using a standardized hotel booking
dataset to ensure consistency across tests.
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5.2.1 User Engagement and Perceived Usability

PreXP received positive feedback on usability: 84%
of participants indicated they would use it frequently,
and 76% strongly agreed it was easy to learn, reflect-
ing its intuitive design. Confidence in using the tool
was also high, with 60% feeling very confident and
40% expressing moderate confidence. Additionally,
64% strongly agreed that the tool’s features were well
integrated.

Most participants found PreXP easy to operate
without external support, and 92% disagreed with the
statement that it was unnecessarily complex. These
ratings suggest that PreXP offers a smooth, user
friendly experience requiring minimal onboarding.

5.2.2 Explainability and User Control

Participants gave PreXP high marks for explainabil-
ity, with an average rating of 4.33 out of 5. A majority
(64% strongly agreed, 28% agreed) felt in control of
the preprocessing process. Furthermore, 82% found
the explanation mechanism both engaging and effec-
tive.

Nearly all participants (98%) confirmed they un-

derstood what actions to take during tasks, supported
by PreXP’s query-based interface. Some participants
recommended more detailed numerical justifications
for steps such as encoding and scaling to further im-
prove clarity.
Final Assessment: The usability study confirms the
strong potential of PreXP for adoption due to its trans-
parency, ease of use, and intuitive workflow. Future
enhancements in feature engineering and deeper ex-
plainability may further elevate its value in data pre-
processing pipelines.

6 CONCLUSIONS AND FUTURE
WORK

PreXP has demonstrated strong performance in au-
tomating essential preprocessing steps.Its structured
workflow minimizes manual effort, while integrated
explainability features enhance user trust by clarify-
ing preprocessing decisions.

PreXP currently lacks advanced feature engineer-
ing and domain specific customization. It also relies
on external LLMs for explanations, which may vary
by provider. The comparative study showed a 94.44%
reduction in preprocessing time with accuracy com-
parable to manual methods, though domain specific
cases showed slight benefits from manual tailoring.
The usability study confirmed the clarity and trans-
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parency of PreXP, with positive feedback on its inter-
face and explanations.

Future enhancements will focus on advanced fea-
ture engineering (interaction detection, dimensional-
ity reduction, feature selection) with user options.
Generative Al will enhance imputation, data aug-
mentation, and schema transformation. Explainabil-
ity will improve with numerical justifications and vi-
sual aids. Further developments include refining pre-
processing suggestions, cloud scalability, and bench-
marking to establish PreXP as a robust, domain-aware
tool. Participants proposed several enhancements for
future iterations including: Advanced Feature Engi-
neering for automated feature selection as well as ex-
panding explainability to have precise numerical jus-
tifications for preprocessing decisions.
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