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Abstract: Many business and administrative systems are modeled with business process models in a notation like Busi-
ness Process Model and Notation (BPMN) supported by tools like Camunda (BPMN, 2025). When such
systems are to be build in most cases the requirements and rules are recorded in plain text. This raises the de-
sire using AI tools (artificial intelligence) for generating business process models from the text. The question
is to which extend AI techniques may support the development of formal process models.
We apply ChatGPT to analyze judicial regulations written natural text (examination regulation) and request
transforming the text to process models and decision diagrams as an XML exchange file which may be dis-
played in the Camunda Modeler.

1 INTRODUCTION

Administrative rules and regulations in text form are
challenging for digitalization. In many cases texts,
which tend to be written in a judicial manner, are hard
to transform in a formal requirements specification. A
major problem with these regulations is their ambigu-
ous wording. From a process modeling point of view
the processes in these texts are not always complete.
Conditions for decisions are partially implicit as well
as the matter of tasks in the processes is also implicit
or kept vague.

Due to this deficits a straightforward transforma-
tion of administrative regulations in written in plain
text is not possible. Currently human consultants in
discussion with the stakeholders are manually extract-
ing the processes and build process models in nota-
tions like BPMN (Business Process Model and Nota-
tion (Object Management Group, 2013)) to use them
in business process management systems (BPMS).

These administrative systems are mostly process-
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based and BPMN is frequently used to define the
specifications systems.

The question is how to support this type of re-
quirements engineering by automated tools. Be-
sides other concepts AI-based approaches are cur-
rently emerging (cf. Section 2).

In this paper we have a look at examination rules
in the computer science department at Kiel Univer-
sity. Although these have been revised and improved
many times there are still ambiguous regulations.
This set of regulations is the base for a transforma-
tion into formal business process models (modeled in
BPMN). Furthermore we take the decisions into ac-
count which are at the branches or gateways in the
process. Those can explicitly be modeled in DMN
(Decision Model and Notation) (Object Management
Group, 2024). Although not fully covered in this pa-
per, the general goal is to automatically generate ad-
ministrative software systems from such regulations.
In the paper we focus on the possibility to just trans-
form the textually described rules into a formal pro-
cess model.
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2 RELATED WORK

In general natural texts are in many cases the starting
point of the development of business process models.
These business process models may be designed man-
ually or more desirably automatically. (Sholiq et al.,
2022) describes these general challenges and possible
solutions beyond the usage of AI.
Natural Language Processing (NLP) is the base of
many AI-based approaches for analyzing text in
general and administrative regulations in particu-
lar. Other approaches for automated business pro-
cess generation are rule-based (like (Neuberger et al.,
2023)) or using speech pattern like shown in this sur-
vey (Schüler and Alpers, 2023).
An older approach for generating BPMN processes
from texts is (Friedrich et al., 2011). The text are plain
descriptions no judicial rules with less ambiguity and
imprecision. Different NLP-concepts are used.

An alternative are indirect approaches by trans-
forming text in other models which are then the base
for business process models generation. An example
is (Honkisz et al., 2018) where technical documenta-
tion is first transformed to spreadsheets.

Many approaches for generating business process
models are using specific language models through
libraries of programming languages like Python. In
these cases a specific program interacts via library
with the AI language model. An example of these
approaches is (Mößlang et al., 2024). In the conclu-
sion of this specific paper it is encouraged to investi-
gate alternative approaches by using Large Language
Models (LLMs) like provided by ChatGPT and oth-
ers.

A first response on the request to LLMs is
(Kourani et al., 2024). In this paper ChatGPT is suc-
cessfully used for generating BPMN processes. How-
ever, the textual descriptions are kept well structured
an explicit. Nevertheless, this promising approach is a
motivation to have a look at the more ambiguous and
vague natural texts of judicial rules and regulations.

The generation of business process models may
be an important challenge. However, there are further
issues like the usage of chatbots (as a mining system
for processes) that are promising to generate business
value, including explanation of process mining out-
comes and preparation of input data (Klievtsova et al.,
2024).

3 BPMN AND DMN NOTATION

In this paper we use BPMN (Business Process Model
and Notation (BPMN, 2025)) and DMN (Decision

Model and Notation (BPMN, 2021)) for modeling
business processes and decisions (Freund and Rücker,
2019). However, as we are in the requirements phase
of a project we use only basic elements of both no-
tations which we introduce here. We introduce the
notation as provided by the Camunda Modeler.

Figure 1: Example of a graphical BPMN process model.

3.1 BPMN Notation

The main elements of BPMN process models (as
shown in Figure 1) comprise tasks (representing the
basic functionality of the process), workflow ob-
jects (flow objects such as different gateway types
or events or connection objects representing the se-
quence flow). In this paper we use exclusive gate-
ways only which are very common in BPMN process
models. The processes start with start events and ter-
minate with end events.

BPMN process models as well as DMN models
can be exchanged in an XML based format which in-
cludes semantic and graphical information.

3.2 DMN Notation

The Decision Model and Notation (Object Manage-
ment Group, 2024) provides decision requirements
diagrams depicting the decisions and input data of
this decisions (see Figure 2). Decisions may be cas-
cading which, however, we do not use in this paper.

Figure 2: Example of a graphical Decision Requirements
Diagram.

The decisions itself are represented in the decision
tables like the example in Figure 3.
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Figure 3: Example of a Decision Table.

In the upper part of the decision table the input
data (left) and the output (middle). Below there are
the rules and their results. In our example, how-
ever, there is only one rule: If Input Data A is
"Paper" and if this (in Input Data B) has a number
less or equal the NumberOfReceivedPapers received
then the resulting output Paper to be Reviewed is
true.

4 APPROACH

As already mentioned the general goal is analyzing a
regulatory text with a publicly accessible AI LLM in
order to identify the structures and processes in these
texts and to formalize these.

To be concrete we take the examination rules in
the computer science department at Kiel University
and analyze this text by ChatGPT with the GPT-4o
model. The ChatGPT interface we use does not allow
to train the ChatGPT LLM.

We are investigating the following questions:

• Which processes are described in the text?

• Can the processes be extracted and formalized?

• Is it possible to transform the natural text repre-
sentations of the processes into a BPMN model?

• Which decisions are described in the text?

• Can these decisions be extracted and represented
using DMN (Decision Model Notation), and fur-
thermore can decision tables be constructed?

• Are there decisions which are not sound de-
scribed?

4.1 Exemplary Paragraphs for the
Paper

In this paper we focus on two paragraphs of the ex-
amination rules (Christian-Albrechts-Universität zu
Kiel, 2023)1:

§ 7 Missing academic achievements and
admission to modules in the 1-subject

Bachelor’s degree programmes

1Please note that in this text the numbering of the sec-
tions starts with 4 which is not correct. In the compulsory
German version the numbering is correct.

(4) A student is missing a module in a semester if
he or she has not yet passed it and the module is in-
tended for a programme schedule that is earlier than
his/her current semester (see the respective annex
for the subject). Minor subject modules and com-
pulsory elective modules are excluded from this.
(5) If a student of the 1-subject Bachelor’s degree
programme Computer Science or Business Infor-
mation Technology is missing modules, he or she
must attend these as a priority, insofar as they are
offered in the current semester. In this case, he or
she may attend modules worth a maximum of 35
ECTS credit points and complete examinations for
them. Here, priority must be given to modules (es-
pecially missing modules) from an earlier semester
according to the curriculum in the respective an-
nex to the subject. Participation in examinations
for modules that were taken and not missing is only
permitted if the registrations for all missing mod-
ules in the same examination period are present or
the missing modules have been passed in the mean-
time.
(6) The Examination Board may approve excep-
tions to the rules in (2) in justified exceptional cases
at the student’s request.

This paragraph though rather short represents a
typical mixture of a process and decisions in the ex-
amination rules of Kiel University (and other univer-
sities). In the paper we first demonstrate the typical
findings with this exemplary paragraph.

In second attempt we consider §29 of the exami-
nation rules:

§ 29 Calculation of the final grade
The overall grade is calculated from the arithmetic
average of the module grades weighted with ECTS
credit points, excluding grades from optional sub-
jects outside the field of computer science. Un-
graded modules, such as the research project, are
also not included in the final grade.

The process of this rule is rather straightforward.
However, the transformation results may be an issue
for discussion.

4.2 Prompting ChatGPT

At first we face a typical problem of using the pub-
licly accessible ChatGPT model. The results of the
prompts are not static but may differ for similar re-
quests (which is a typical problem when working with
AI). However, we are also not able to provide a con-
sistent development when teaching the model since
our impact on such an AI system is simply too lim-
ited.

In order to have at least some reproducibility we
use standardized prompts.

1. Generate the process models:
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Can you formalize the processes in
the following text?
Can you build a BPMN diagram file
to be imported into the Camunda
Modeler?

2. Extraction of the decisions:

Can you formalize the decisions in
the following text?
Can you build a DMN diagram file
to be imported into the Camunda
Modeler?

The goal is a set of process models and deci-
sion requirements diagrams including decision tables
which can be imported into the Camunda Modeler. In
this case we do not consider further characteristics of
the tasks like forms for human interaction and code
for automated execution of the tasks. These issues are
important when the tasks are to be executed. How-
ever, at the moment we focus on the formalization of
the requirements which is the first step in the digital-
ization.

As the first results (in the following Section 5 pre-
sented) are no machine readable BPMN or DMN files
in XML exchange format we repeated the prompt re-
quest and emphasized the expected result should be
imported into the Camunda Modeler be reminding
that these first ChatGPT answers are not valid for im-
porting into Camunda Modeler.

5 RESULTS

In Subsection 5.1 the results of the first prompts are
presented which are textual information and no mod-
els in XML exchange format. In the further responses
of ChatGPT the machine readable files in XML ex-
change format could not be imported into the Ca-
munda Modeler. Therefore, in the next prompt we add
an exemplary BPMN file or DMN file respectively
to our prompt. This led to answers with XML files
which can be imported into the Camunda Modeler.
There was only one such prompt per BPMN process
request and DMN request.

In the following Subsections 5.2 BPMN Process
and 5.3 Decisions we describe a first case of Chat-
GPT prompting resulting in models which we can im-
port in the Camunda Modeler. In a second case in
Subsection 5.4 we focus on the difference between a
process model generated by ChatGPT and a manually
designed model.

5.1 First Results

In almost all of the first responses the processes and
decisions in the regulations are identified. However,
in these first responses there where no formal models
in XML exchange format given though the key ele-
ments of the processes and decisions are presented. In
a second step on a renewed request ChatGPT delivers
descriptions how to build the process models and de-
cision requirements diagrams with decision tables in
the Camunda Modeler. A formal XML exchange file
is not delivered.

Nevertheless, these first results are promising:

1. Start Event: "Missing Examinations Check"
2. Exclusive Gateway: "Is Student Missing

Modules from Previous Semester?"
Yes: "Attend Missing Modules Task"
No: "Continue with Current Modules Task"

(Leads directly to End Event:
"Complete Current Semester Tasks")

3. Sub-Process: "Attend Missing Modules"
Task: "Check Availability of Missing

Modules"
Exclusive Gateway: "Are Missing Modules

Offered This Semester?"
Yes:
Task: "Attend Offered Missing Modules"
Task: "Register for Examinations"
Exclusive Gateway: "Can Register

for Current Modules?"
Yes: "Register for Current Modules
Task"

No: Leads to End Event "Registered
for Missing Modules Only"

No: Leads directly to End Event:
"Missing Modules Not Offered"

4. Intermediate Event: "All Missing Modules
Registered or Passed"

5. Conditional Sequence Flow: "If missing
modules registered or passed,
participation in current module exams
permitted"

6. End Event: "Completion of Module Enrollment
and Examination Registration"

7. Exclusive Gateway: "Justified Exception?"
Yes:
Task: "Request Exception Approval from

Examination Board"
Exclusive Gateway: "Approval Granted?"
Yes: Redirect to Task "Register

for Current Modules Task" or
"Attend Missing Modules Task" as
per circumstances.

No: End Event "Standard Process
Continues"

In general this first ChatGPT proposal represents
the process in Section 5 of §7 of the examination
rules. However, there is also a potential process in
Section 6 which describes how the examination board
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may handle exceptions. A short sub-process Attend
Missing Modules is introduced.

Due to the missing second process and the sub-
process (we consider the latter as unnecessary over-
head) in the next prompt we renew our request and ask
for a simplified version of the model covering both
processes. As result ChatGPT presents a description
without sub-process (including the sequence of the
former sub-process in the now only process). Further-
more, the sequence with the approval of an exception
by the examination board is added.

BPMN Model Elements:
Start Event: "Check Missing Modules"
Task: "Identify Missing Modules"

Identify if the student has any modules
intended for earlier semesters that are not
passed.

Exclusive Gateway: "Are Modules Missing?"
Yes: Proceed to "Check Module Offerings

and Register"
No: End Event "All Modules on Track for

Current Semester"
Task: "Check Module Offerings and Register"

Register for missing modules that are
offered this semester.

Exclusive Gateway: "Are Missing Modules
Offered This Semester?"
Yes: Proceed to "Register for Missing

Modules and Exams"
No: End Event "Missing Modules Not Offered,

Wait Until Next Semester"
Task: "Register for Missing Modules and Exams"

Ensure registration for all missing modules
and examinations, prioritizing those from
earlier semesters.

Exclusive Gateway: "Does Total ECTS Exceed
35?"
Yes: Redirect to End Event "Must

Reduce ECTS Load"
No: Proceed to "Complete Registration

Process"
Parallel Gateway (AND): "Registration

Completion Check"
Condition: All missing modules

registered, or passed.
Task: "Register for Current and Non-Missing

Modules" Allow registration if conditions
for missing modules are met, ensuring exam
registration for these modules only occurs
if all conditions are satisfied.

Exclusive Gateway: "Require Approval for
Exception?"
Yes: Proceed to "Request Examination Board

Approval"
No: End Event "Registration Finalized"

Task: "Request Examination Board Approval"
Submit a request for exception to the
Examination Board.

Exclusive Gateway: "Approval Granted?"
Yes: Redirect to "Complete Registration

Process"
No: End Event "Exception Not Granted,

Follow Standard Rules"
End Event: Various end states ("All Modules

on Track for Current Semester", "Missing
Modules Not Offered, Wait Until Next
Semester", "Must Reduce ECTS Load",
"Registration Finalized", "Exception Not
Granted, Follow Standard Rules")

Although all prompts up to now requested a
BPMN model ChatGPT failed to deliver such a
model. Such model attempts are given after a pro-
nounced prompt requesting a model to be imported
into the Camunda Modeler.

5.2 BPMN Process

After the first prompts ChatGPT responds with an file
in XML exchange format which represents (partially)
a BPMN process model. However, at first information
about the positioning of the graphical elements for the
graphical model editor are missing:

<!-- Diagram positions and edges are
omitted for simplicity -->

Another prompt requesting the graphical part of
the BPMN process model results in an XML file in-
cluding the information about the graphical elements
and their position. This file can be imported into the
Camunda Modeler. Figure 4 depicts the graphical dis-
play of this model in the Camunda Modeler (in this
case the arrangement of the elements, concrete the ar-
rows representing the process flow, are horizontally
optimized by applying the respective functionality of
the Camunda Modeler).

This model is not perfectly conform to BPMN.
The end event Exception Not Granted, Follow
Standard Rules is not connected to any other el-
ement although this end event should be connected
to the exclusive gateway Approval Granted? as the
negative outgoing flow.

Besides the not connected end event Exception
Not Granted, Follow Standard Rules the
model represents the text of the rule. Nevertheless,
looking at this model it is clear that the end events
need to be connected to other (sub-) processes. This,
however, points to the text itself. One may ask if the
text needs improvement.

In general all requests to ChatGPT for generating
a BPMN model lead to similar problems: The general
intention of the process is covered well. However,
specific details are lost.

5.3 Decisions

Besides the processes we also have a look at the de-
cisions which also are a important when generating
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Figure 4: First BPMN diagram based on the BPMN process in XML exchange format presented by ChatGPT.

Figure 5: Decision Table of Determine Missing Module.

formal specifications from text. It is of interest if all
decision points are identified. Then the DMN model
and the decision table need to be generated.

ChatGPT identifies the following decisions:
1. Determine Missing Module:

A module is missing if it is not passed
and intended for an earlier semester than
the current one, excluding minor and
elective modules.

2. Prioritize Module Attendance:
Students who are missing modules in the
specified degree programs must prioritize
attending these if they are offered in
the current semester, with constraints on
ECTS.

3. Examination Participation Conditions:
Priority for examination participation
must be given to missing modules, and
participation in other examinations is
conditional on completing missing module
registrations or passing them.

4. Exceptional Case Approvals:
The Examination Board can approve
exceptions in specific cases.

Indeed, all decisions mentioned in §7 of the exam-
ination rules are identified and extracted.

In the following we focus on the first decision
Determine Missing Module. This is the most com-
plex decision and therefore of our specific interest.

Figure 6 depicts the DMN model of the de-
cision chosen. This DMN decision requirements
diagram contains the correct decision and in-
put data (Status of Module, Student’s Current
Semester, Module Intended Semester and Type
of Module). An output data is not part of the model
which is according to the DMN standard.

The arrangement of the arrows representing the
dependencies between input data and the decision is
not correct as all arrowheads should point to the deci-
sion. However, this is only a problem of the graphical
layout. In the DMN XML file these dependencies are

expressed right:

<decision id="Decision_MissingModule" name="Determine if Module is Missing">
<informationRequirement id="InformationRequirement_1">

<requiredInput href="#InputData_ModuleStatus" />
</informationRequirement>

...

The problem is then solely the layout.

Figure 6: DMN Decision Requirements Diagram (DRD) of
Determine Missing Module.

The decision table expresses the how the decisions
have to be taken. Figure 5 shows the decision table for
the decision Determine Missing Module

The decision table has only one rule determining
that a module is missing which means that the module
is not passed within the given time range or semester
count respectively. All input data are covered and an
output data is generated although no such output data
is mentioned in the examination rules. Also the rule
conditions are expressed correctly.

Remarkably, there is no rule for passing the mod-
ule in time. Again, in the text there is no such rule
described explicitly. This rule is only given implicit.

All other decisions are similarly covered in a cor-
rect way.

5.4 Case 2 BPMN Process in §29

In the second case we investigate §29 of the examina-
tion rules. The result of the generation is depicted in
Figure 7.

The BPMN process of Figure 7 may be consid-
ered as culmination of various prompting attempts. In
some answers only three tasks were in the model. And
the task Exclude Ungraded Modules is interpreted
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Figure 7: Graphical BPMN representation of the process, generated by ChatGPT.

as exclusive gateway which may be reasonable to a
certain point.

We now compare this prompting result with a pro-
cess model which has been modeled manually. The
manually created process model, as depicted in Fig-
ure 8, divides the procedure into five steps. First,
all modules of the respective student are compiled.
This is based on a data source not further specified
in §29. The paragraph describes two filtering steps
for the modules, whereby ungraded modules and op-
tional modules are excluded under certain conditions
according the examination rules. For the modules re-
maining after filtering, the final grade is calculated by
applying the weighted arithmetic mean based on the
ECTS credits of each module. The mathematical pro-
cedure for the calculation is described in detail in the
process representation in Figure 8.

At first glance, the processes shown in Figure 8
and Figure 7 exhibit a high degree of similarity. For
the simple case of §29, the process generated by Chat-
GPT appears to closely match the manually created
process. Both processes depict the application of
module filtering through two activities where filtering
criteria are applied. The BPMN process generated by
ChatGPT is less detailed. The activity for determining
all modules, as shown in Figure 8, was not included
in the ChatGPT-generated process. Here, the process
generated by ChatGPT is close to the original text
of §29 examination rules. While describing this first
step may provide some guidance to a reader, the ac-
tivity Determine all Modules can be omitted with-
out significant loss of content. Both process versions
(Figure 8 and Figure 7) also align in the step Weight
Module Grade with ECTS Credit Points. How-
ever, the process representation in Figure 8 includes
slightly more detail, to emphasize the starting point
of the calculation and indicating that the step involves
a sequential loop. Compared to the activity Apply
ECTS Weighting generated by ChatGPT, these de-
tails appear minor, as the activity in ChatGPT’s pro-
cess diagram is clear and understandable.

A major discrepancy between the processes in
Figure 8 and Figure 7 becomes evident in the final
activity. In the manually created process diagram,
the last step is titled Divide by the Total Number
of ECTS. In contrast, the last step of the process
generated by ChatGPT is Calculate Arithmetic

Average. Due to the reduced level of detail in the
ChatGPT process model, the source used to calculate
the average is not explicitly defined. The sequence of
activities in the process model in Figure 7 suggests
that the third step produces a list of numbers repre-
senting the product of the module grades and their
respective credits, which serves as the basis for the
fourth step to calculate the average. Consequently,
the computational result of the process generated by
ChatGPT would be 1

n ∑
n
i=0 cigi where the average of n

modules is calculated, ci represents the credits of the
module, and gi the module grade. Mathematically,
this form of calculation is incorrect as it does not cor-
respond to the weighted arithmetic mean required by
§29 of the examination regulations. Correctly, the
weighted arithmetic mean in this case is calculated us-
ing the formula 1

∑
n
i=0 ci

∑
n
i=0 cigi, as clearly illustrated

in Figure 8.

6 EVALUATION

The general problem with LLMs like ChatGPT is that
their answers to prompts are arbitrary and not pre-
dictable. There is no goal to which one can con-
verge to e.g. by teaching the model. So far no con-
sistent methodology for evaluating the generation of
process diagrams and decision requirements diagrams
by LLMs can be found. Therefore we propose a set
of relevant metrics which we then use to evaluate the
findings described in Section 5.

6.1 Metrics

When defining relevant metrics, two aspects can be
considered. The first aspect is the process of generat-
ing itself. For example it could be counted how many
attempts/prompts are needed before a sufficient result
is generated. But this depends highly of the prompt
engineer’s skills and furthermore is only relevant dur-
ing the first tries. Later a comprehensive prompt, con-
sidering the failed attempts can be created to get suf-
ficient result in only one step. Other aspects like the
runtime of each prompt may be measured but only
have a slight relevance, as the whole generation pro-
cess is not used often or for large amounts of text. For
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Figure 8: Graphical BPMN model of the process, manually created by Camunda Modeler.

our use case we found no relevant metric in this area
and therefore do not consider it in the following.

The other aspect is the quality of the generated di-
agrams. This is highly relevant for our use case, as
the diagrams may be used in practice and represent
important regulations. Of course, each generated dia-
gram should be reviewed before actual use. Neverthe-
less the generated diagrams should meet a high qual-
ity standard to be useful. We identified three relevant
metrics to evaluate the quality of generated diagrams
that are described in the following.

6.1.1 Completeness and Accuracy of Generated
Diagrams

The generated diagrams should represent the given
text as good as possible. That means, that firstly all
actors, activities, decisions etc. mentioned in the text
should be observable in the diagrams. Secondly the
diagrams should not include any additional aspects.
And thirdly the process model sequence and the all in
all semantics of the diagrams have to comply with the
given text.

While this requirements seem to be obvious, they
are hard to verify, especially for the process models.
Process modeling is a very subjective field of activ-
ity. On the one hand, this is because natural language
texts are often ambiguous or do not contain all rel-
evant information. On the other hand, often various
methods to model a single matter exist.

6.1.2 Compliance with Standards

Besides the semantics the syntax of the proposed di-
agrams need to meet the corresponding standard (i.e.
BPMN or DMN). This means the graphical diagram
should be valid (e.g. form and arrangement of the
model elements) for clear understanding. And more-
over the underlying XML file must match the corre-
sponding XML Schema definition so that it can be
imported into widespread (standard compliant) mod-
eling tools. The standard conformity is relatively easy
to verify by importing the diagram into one of those
tools. Of course, the implementation of an own syn-
tax check would be another option beneficial for large
sets of generated diagrams.

6.1.3 Execution Feasibility

Lastly, the process models in combination with the
modeled decisions should be executable in a Business
Process Management System with as little efforts as
possible. This criterion is not as relevant as the others
because not for every use case the automatized exe-
cution is necessary. An important part of the execu-
tion feasibility is the logical soundness which already
should partially be ensured by considering the consis-
tency with the BPMN Standard. But some problems
may still occur like deadlocks or infinite loops if gate-
way conditions are defined inconveniently. The diffi-
culty in really verifying the execution feasibility is,
that dependent of the process complexity many dif-
ferent cases have to be tested.

6.2 Evaluation of the Results

In this paper we present two process models. Further-
more five other paragraphs of the examination rules
have been tested:

• §4 Examinations and examination prerequisites

• §6 Mobility windows

• §11 Master’s thesis and final presentation in the 1-
subject Master’s degree programmes in Computer
Science and Business Information Technology

• §26 Admission to the Master’s degree programme

• §42 Transitional provisions
Paragraphs without any process descriptions have not
been considered. The examined paragraphs in most
cases contain no proper process descriptions. There-
fore, as goal we try to evaluate how close the natu-
ral text is transformed including possible errors in the
text.

6.2.1 Completeness and Accuracy of the Results

Besides in the first prompts all given natural texts are
transformed into some sort of process models whereas
the conformity to the standard is sometimes not met
(cf. Subsection 6.2.2). These prompts resulted in
XML exchange files which can imported in the Ca-
munda Modeler.

An open issue is the identification of the tasks in
the processes. In case there are sections in the para-
graphs ChatGPT intends to determine these sections
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as separate tasks. In most cases of the chosen para-
graphs this may be correct.

The sequence of these tasks proves to be a prob-
lem. First in the natural text the sequences are not
always explicit and easy to identify. In other cases
there is no sequence of the tasks and the tasks may
be considered as logical parallel. For example in §4
Examinations and examination prerequisites there is
no (complete) temporal order of the tasks (e.g. no
temporal order between examinations, seminars and
practical exercises of the project modules is expressed
in the rule). If in prompts it is explicitly stated that
there is no temporal order then ChatGPT tends to cre-
ate parallel paths originating form an exclusive gate-
way. Modeling different processes proofed to be im-
possible in the trials. Obviously the LLM would need
some training for handling this request. In the second
case we show that the process model offered by Chat-
GPT differs from the manual modeling. Moreover,
the models offered by ChatGPT differ when the same
prompt is repeated. However, when humans model
such processes the outcomes may also vary.

The decisions are far less problematic than the
process model. In all cases the decisions are identi-
fied from the natural text. However, consequences or
rules only based of implicit assumptions in the natural
text are generally missing.

Since the models reflect the text (at least to some
degree in the approach), there is the question if the
process and decision models may not be used to as-
sess the quality of the written rules. Missing parts
or paths in graphical process representation indicate
open issues in the text. Problems with identifying log-
ical parallel processes indicate that the concurrency is
not mentioned explicitly.
In the decision models rules may be missing. The
leads to the assumption that these rules are not given
in the text.
In this way the approach may be used to improve the
examination rules text.

6.2.2 Meeting the Notation Standards

The conformity with the modeling standard is meet
in most cases. One consistent problem, however, ap-
pears in many first prompts to a specific paragraph:
The concluding exclusive gateways ending the dif-
ferent paths in a process model have not been con-
sidered. When the missing concluding gateways are
mentioned in the prompt, these gateways appear at the
right place in the process model.

In the semantic part of the XML exchange file de-
scription of the processes the connection object are
correct. However in the graphical information the
coordinates of these arrows are not always the right

ones. Therefore, in the graphical models the connec-
tion objects look misplaced.

The decision diagrams as well as the decision ta-
bles are all compliant with the standard. However, in
the same way as the connection objects of the BPMN
processes the connection between the objects in the
graphical representation are misplaced.

6.2.3 Not Considered in the Paper: Execution
Feasibility

In this paper we solely focus on the modeling aspect
of the processes and decisions. The reason is that
much further information would be required for gen-
erating executable models. This information is not
provided in the document we use as base. A po-
tential solution might be combining the examination
rules document with other sources such as existing
software user interfaces which may serve as pattern.
In many cases further details of the execution of the
tasks would be required. It must be stated explicitly if
this task is to be performed be a human and therefore
a human interface is required or the task should run
automatically with an explicit information about the
business logic of this task.

7 CONCLUSION

In the paper we use the LLM ChatGPT for analyz-
ing and transforming judicial rules in form of natural
written text into formal process models (BPMN) and
decisions (DMN). The ChatGPT access we use does
not allow to train the model.

We send a prompt including the textual rule and
the request to generate a formal XML exchange file
which serves as input to the Camunda Modeler.

The result of our trails is (unsurprisingly) not per-
fect. The very first prompts resulted in a textual de-
scription of the rule. Only after two or three repeated
prompts requesting the models in XML exchange for-
mat such models are provided. The generated process
models have issues with parallel processes or con-
cluding gateway elements. In some cases the gener-
ated processes are not conform to the standard. In
general the process models are more critical than the
decision models. The latter are considered as trans-
formed in a correct way.

In contrast to the process models the decision di-
agrams are quite correct. A reason for this may be
that these decisions are much better described in the
textual rules. Due to our experience being involved in
the development of such rules, the decisions descrip-
tions in the textual rules are comparatively concise,
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which enables ChatGPT detecting generating correct
decision diagrams.

Besides the pure transformation in formal models
another benefit appears: The formal representations
may support the quality assurance of the examina-
tion rules in natural text. Ambiguous, vague or miss-
ing parts in the text are hard to detect by pure read-
ing. These problems are made visible by the graphical
models.

A next step may be to take the experiences and use
LLMs which may be trained. Such LLMs may learn
the specific issues of the examination rules as well
as the standards. It is to be expected that the results
would be far better.
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