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Abstract: [Context and motivation] Ongoing research indicates the importance of explainabilty as it provides the ra-
tionale for results and decision of information systems to users. Explainability must be considered and imple-
mented in software at the early stage in requirements engineering (RE). For the completeness of software re-
quirements specifications, the elicitation and documentation of explainability requirements is essential. [Prob-
lem] Although there are existing studies on explainability in RE, it is not clear yet, how to elicit and document
such requirements in detail. Current software development projects miss a clear guidance, how explainability
requirements should be specified. [Solution Idea] Through a review of literature, existing works for elicitation
and documentation of explainability requirements are analyzed. Based on these findings, a template and ad-
ditional guiding for capturing explainability requirements is developed. Following a design science approach,
the template is applied and improved in a research project of the medical information domain. [Contribution]
The overview of related work presents the current state of research for the documentation of explainability
requirements. The template and additional guiding can be used in other information system context for RE
elicitation and documentation. The application of the template and the elicitation guidance in a real world case
show the refinement and an improved completeness of existing requirements.

1 INTRODUCTION

The specification of requirements for information sys-
tems (IS) is essential to address user needs. Current
IS becoming more and more semi-intelligent by the
utilization of Artificial Intelligence (AI). They sup-
port users in decision-making or take over even mak-
ing decisions for them. However, often the reasons
why a system made a certain decision stays unclear
for users. This might lead to a loss of user’s trust in
the IS. This effect has been investigated by Chazette et
al. (Chazette et al., 2019) who argue that explainabil-
ity requirements for IS capture user’s expectation to
understand the systems’ decisions. Such explanations
should be based on transparency, traceability and trust
and belong to the category of non-functional require-
ments (NFR). In their study Chazette et al. provide the
example of a commuter who uses a navigation system
during transportation. Due to road works or an acci-
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dent, the most efficient route becomes blocked. The
navigation systems will show an alternative route, un-
known to the user. S/he might be unsure if this route
is a good choice. The user expects the navigation app
to provide an understandable reason for the chosen
alternative. This expectation should be captured in
an explainability requirement. Thus, it is essential for
analysts and engineers to gain an overview of practice
and research of explainability requirements.

IS must provide the rationale behind decisions or
complex results to assure users’ confidence into the
system. This characteristic must be considered in the
software requirement specification as explainability
requirements. However, the principles of how to cap-
ture explainability requirements are still vague yet.
Analysts need practical support to decide relevant as-
pects of explainability for users. In particular a guid-
ance is necessary to elicit and document such explain-
ability requirements. However, there is not yet much
experience reported, to specify explainability require-
ments in practice. Within this paper, we develop a
template and guidance to supports analysts in captur-
ing and documenting explainability requirements and
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the rationales behind. By the application of the tem-
plate and guidance in a research project of the medical
domain, we show that it improves existing explianbil-
ity requirements and shapes understanding of the an-
alyst to find new ones.

2 RELATED WORK

Method. With a lightweight literature search we
want to explore the state of the art to elicit and
document explainability requirements. This question
is described as Research Question 1 (RQ) in Tab. 2.
We scope the search to the sources IEEE1 and
ACM 2 as the major computer science literature
databases with a technical and practical research
focus. Springer link3 was selected due to their large
collection of RE related literature. Science Direct4

completes this view as it covers many studies of
applied requirements. We included peer reviewed
papers after publication date of 2015 to April 2023,
and such that contain a description of explainability
as requirement, The search string is deviated from
RQ1 and is (Explainability AND "Require-
ments Engineering" AND (Elicitation OR
Documentation OR visualization))

Tab. 1 shows the classification of the studies to re-
quirements elicitation and documentation or both as
one aspect of the answer to RQ1 with a color scheme.
Elicitation techniques are much more in focus (13
studies) than documentation (2 studies). Only four
studies cover both RE activities.

Duque Anton et al. document a cross domain sur-
vey in the area of Explainable Artificial Intelligence
(XAI) (Duque Anton et al., 2022). XAI focus on
techniques that make the reasoning of decisions from
AI models understandable to humans. In particu-
lar, when such decisions are interacting with non-
experts, explanations have to be understandable. The
study provides a literature survey of XAI, emphasiz-
ing the “ways of explaining decisions and reasons for
explaining decisions”. The authors build upon the
explainability goals of Linardatos et al.(Linardatos
et al., 2020) that are mode of explanation, data types,
purpose of explanation, specificity of explanation, and
audience of explanation. The investigated studies are
classified into three main aspects of XAI: (1) solu-
tions to enhance explainability of algorithms, (2) re-
quirements, challenges and solutions of explainabil-
ity in specific domains, and (3) papers that address

1https://ieeexplore.ieee.org/Xplore/home.jsp
2https://dl.acm.org
3https://link.springer.com
4https://www.sciencedirect.com

the meaning of XAI for improved outcomes, stake-
holder or user acceptance. In this study we use the
characterization of the purpose and the audience of
the explanation for the design of our template.

Köhl et al. postulate that often exact details are
unclear when explainability is demanded (Köhl et al.,
2019). Thus, they investigate the elicitation, speci-
fication, and verification of explainablity as a NFR.
They propose a target- and context-aware sentence
template to capture explainability requirements. The
resulting requirements are related to softgoal interde-
pendency graphs, showing relations and dependen-
cies of different NFRs. Although the study provide
a very broad view to the current state of explainabil-
ity requirements, it neither propose a template to cap-
ture explainability requirements nor contribute a case
study. We follow their principal ideas of sentence
templates and target groups.

Into the same direction argue (Chazette and
Schneider, 2020), who conducted a survey with 107
end users to understand their expectations of embed-
ded explanations. The authors recommend strategies
for the elicitation and analysis of explainability NFRs
based on users’ experiences with technical systems,
and expectations of personal values and preferences.
Explainability is impacted by domain aspects, cul-
tural and corporate values, and project constraints. In
general, explinability requirements are closely related
with usability and User Centered Design (UCD). In
a further paper of the same author (Chazette et al.,
2021) it is argued that the RE community lacks guid-
ance on how to consider explainability in a software
design phase. We provide an approach for this gap to
guide explaniability requirements elicitation by addi-
tional hints for analysts.

Habiba et al. (Habiba et al., 2022) recently pro-
posed a framework for the user-centric approach to
define explainability requirements for XAI. They ar-
gue that explanations help to support transparency,
and thus increase stakeholder trust of a system. As
a consequence they propose a five step framework
for the definition of explainability requirements. The
framework is in line with other requirements pro-
cesses, such as the UCD-process and the foundations
of the International Requirements Engineering Board
(IREB) (Pohl, 2016). After (1) identifying stakehold-
ers, the relevant (2) requirements are identified, (3)
a common vocabulary is specified as a glossary, (4)
requirements are validated and the finally (5) require-
ments are classified. Step (3) is very interesting, as it
focus on the reasons for explainability and its impact
of single explanations on the to-be system. In step
(5), the authors reflect on the adequateness of each
explainability requirement to individual stakeholders.
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Table 1: Overview of related work.

Citation Topic X
A

I
R

E
El

ic
ita

tio
n

D
oc

um
en

t.

(Afzal et al., 2021) Data-Debugging with visual explanations ✓ – ✓ ✓
(Ahmad et al., 2023) Mapping study of RE for AI ✓ ✓ – ✓
(Alonso et al., 2020) Explanations for fuzzy decision trees ✓ – – ✓
(Balasubramaniam et al., 2023) Transparency & explainability of AI syst. ✓ – ✓ ✓
(Brunotte et al., 2022) Research road-map for explainability in RE ✓ ✓ – –
(Calegari and Sabbatini, 2022) Trustworthy AI ✓ – ✓ –
(Cepeda Zapata et al., 2022) Adoption of AI in medical software ✓ – ✓ ✓
(Chazette et al., 2021) Lack of guidance to consider explainability – ✓ ✓ ✓
(Chazette and Schneider, 2020) Elicitation and analysis of explainability NFRs – ✓ ✓ ✓
(Cirqueira et al., 2020) Scenarios for Elicitation of XAI ✓ – ✓ ✓
(Duque Anton et al., 2022) Survey of Explainability in AI-solutions ✓ ✓ ✓ –
(Habiba et al., 2022) UCD based framework for explainability in XAI ✓ ✓ ✓ ✓
(Habibullah et al., 2022) Exploration of NFRs for machine learning ✓ – ✓ –
(Langer et al., 2021) Stakeholder perspective on XAI ✓ – ✓ ✓
(Köhl et al., 2019) Study on explainablity as a NFR – ✓ ✓ ✓
(Vermeire et al., 2021) Method to provide explainability in context of XAI ✓ ✓ ✓ ✓
Total 16 studies 12 8 13 12

We follow this process in a similar way.
The work of Vermeire et al. (Vermeire et al., 2021)

investigates on methods to provide explainability in
context of XAI. The authors argue that there is a
gap between stakeholder needs and explanation meth-
ods for machine-learning models. Thus, they present
a methodology to support data scientists in provid-
ing explainability to stakeholders. In their method-
ology, they map explainability methods for data with
user requirements in an analysis step leading to a rec-
ommendation and explanation of user goals. In the
framework the authors propose to use (1) explanation
method properties (such as different types of explana-
tions, process properties), (2) typical stakeholder ex-
plainability needs, and (3) a questionnaire to reveal
users’ needs. We follow their idea of a questionnaire
to investigate user needs and guidance for analysts.

The road-map of Brunotte et al. documents the re-
sults of a 2022 workshop in explainability engineer-
ing (Brunotte et al., 2022). They summarized three
fundamental RQs in the area of explainability: (1)
defining and measuring explainability, (2) stakehold-
ers and contexts, and (3) goals and desiderata. Re-
garding the definition of explainability (1) they con-
clude that there is still no common definition of what
it means to be explainable and how exactly explain-
ability differs from other related concepts. We follow
the direction of the latter two RQs through a practi-
cal application of the elicitation and documentation
of explainability requirements in the medical domain

and base our template on goals and desiderata.
Habibullah et al. investigate the role of NFR in

machine learning (ML) (Habibullah et al., 2022).
Based on a literature review, they cluster the NFR
categories based on their shared characteristics. Ex-
plainability (altough not yet part of the ISO 25010
standard) builds an own category with Interpretabil-
ity, Justifiability and Transparency. In context of a
ML system, explainability targets the ML algorithm,
the ML model, and its results. Hence, such require-
ments must be defined precisely.

The study of Langer et al. (Langer et al., 2021)
introduces the concept of relating explainability ap-
proaches to stakeholders’ desiderata. With this con-
cept, the authors describe the stakeholders’ expecta-
tion on explainability in context of XAI, documented
in an explainability-model. They emphasize that the
explanation process and the desiderata must be moti-
vated and guided. The authors propose to consider the
concepts of explainability with its information, ability
to understand stakeholders, satisfying their desider-
ata and the given context. They argue that desider-
ata satisfaction requires the consideration of human-
computer interaction principles in form of scenario
techniques to document and understand the stake-
holders’ context. This work influenced our guidance
and enhanced explainability requirements in sentence
templates in combination with scenarios.

Alonso et al. describe a method to create expla-
nations for decision trees (Alonso et al., 2020). They
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argue that users require both, graphical visualizations
and textual explanations. Hence, the authors intro-
duce a tool that automatically creates such explana-
tions learned from data. We use their ideas of an ex-
plainer that generates graphical and textual explana-
tions associated with decision trees users are faced in
the system. The tools uses a decision tree structure
to visualize the why aspect to users. Based on if/then
rules, they visualize the decisions made.

Cirqueira et al. propose a user-centric perspective
on human-AI interfaces (Cirqueira et al., 2020). The
authors propose to specify user requirements in the
given context and problem domain with a scenario-
based analysis. The scenarios are build upon stake-
holder goals, captured by interviews. The user’s soci-
ological and company context are included in the sce-
narios that tell a consequence of events and steps of
actors to reach a goal. Based on this information user
interfaces (UIs) and system functions can be defined.
We follow their proposal of scenarios to describe ex-
plainability in a given stakeholder context.

Balasubramaniam et al. examined several organi-
zations to understand their motivation for explainabil-
ity (Balasubramaniam et al., 2023). They argue that
transparency is essential for users trust. Transparency
improves understandability of a system and thus its
decisions. The authors propose to document aspects
of decisions in a table based form to support the un-
derstandability of the decisions made. We follow
their model of explainability components, consisting
of Addressees, Aspects, Contexts, and Explainers.

Cepeda Zapata et al. estimate transparency
as a main challenge in medical AI applications
(Cepeda Zapata et al., 2022). To ensure this, they use
a comprehensive documentation to create traceability.
This increases the probability for a correct implemen-
tation of user needs. The documentation contributes
to the systems’ transparency, provides aspects of ex-
plainability, documented as written natural language
and in visual form. This leads to improved trust be-
tween patients and medical practitioners.

Ahmad et al. performed a encompassing system-
atic mapping study in the area of RE for AI (Ahmad
et al., 2023). Beside other aspects, they also inves-
tigate the role of explainability, which is evident in
literature after 2019. The authors state a need for fu-
ture empirical research on RE for XAI. Their results
indicate that graphical representations on the behavior
of the systems requirements and relations.

The highlighted literature validates the need for
elicitation and documentation of explainabaility re-
quirements in various contexts. However, there is no
study that shows the elicitation and documentation of
explainability requirements in practice.

Problem 
investigation

Treatment 
design

Vali-
dation

Imple-
mentation

Figure 1: Used design science approach (Wieringa, 2014).

3 METHODS

This section describes the methods used in this study.

3.1 Design Science Research

The methodical approach of this study is based on de-
sign science research for information systems as re-
ported by Wieringa (Wieringa, 2014) and Hevner et
al. (Hevner et al., 2004). Design Science is a system-
atical and iterative approach to design and investigate
artifacts in a given context. An artifact is something
artificial created by someone for a practical purpose.
Artifacts may interact with its context to improve a
situation. The artifacts context might be anything,
such as the design, development, and use of informa-
tion systems, where humans are part of this context.

Fig.1 shows the phases of the design science re-
search used in this article. In the problem investiga-
tion we analyze the related work to gain an overview
of current approaches to elicit and document explain-
ability requirements. Based on a synthesis of the
approaches, we define a template and guidance as
treatment design. This template and the according
guidance were then applied to an ongoing research
project as validation. The project focuses on the de-
velopment of a medical situation recognition system,
which gathers sensor data from ongoing surgeries in
an intelligent operating room (Junger et al., 2022;
Junger et al., 2024). Based on this data, the sur-
gical phases are estimated to provide these context
information to other systems, such as the OR-Pad,
which can display phase-related clinical information
during surgery. The first application of the template
and guidance has revealed deficits that were improved
in an iteration of the treatment design and validation.
Discussions about the artifacts shaped the scope of
the sketched approach. Comments indicated that the
process to elicit and document explainability require-
ments must be simplified. In consequence, artifacts
were rearranged and unnecessary details were dis-
carded. The implementation in the above mentioned
project has been done in form of revised requirements
and additional NFRs in the SRS. The access of addi-
tional research material is explained in Sec. 6.

The scope of this study is defined by its Research
Questions (RQs) in Tab. 2. RQ1 is answered by the
synthesis of the literature in related work and RQ2 by
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Table 2: Research Questions and explanation.

ID RQ Explanation
RQ1: How are
explainability
requirements
elicited and
documented in
projects?

Shows the used methods to elicit
explainability requirements. Vari-
ous documentation techniques such
as templates, structured sentences,
models are investigated to under-
stand use of explainability in RE.

RQ2: What is
the design for a
template to docu-
ment explainabil-
ity requirements?

Proposes a template and guidance
to elicit and document explainabil-
ity requirements in the application
in the selected research project.

the design of an explainability requirements template.

3.2 Development of the Template

Based on the reviewed literature, we developed a tem-
plate to document explainability requirements. The
template is supported by tables 3 and 4, as well as a
one-page instruction (provided in the Appendix) that
delivers definitions, key aspects and examples of pos-
sible instances of each template field. Thus, the tem-
plate and the guidance assist requirements engineers
in the elicitation and documentation of explainabu-
lity requirements. We applied the template and guid-
ance in validation and improved the template based
on evaluation results.

We followed following principles for the design of
the template: The choice of documentation is crucial
for effectively conveying information to the individu-
als involved in a project. Ebert et al. (Ebert, 2022)
advocate the use of a sentence template to establish a
clear structure, making it easier to maintain consis-
tency and ensuring that individual elements remain
testable. These attributes are particularly valuable
for developers in the system implementation process,
enhancing readability and comprehension. Schön et
al. (Schön et al., 2017) recommend employing sce-
narios when engaging with users or stakeholders, as
they offer better understandability and an overview of
the system’s situation. Potts et al. (Potts et al., 1994)
highlight the positive aspect that scenarios allow tai-
loring the level of detail based on project needs, pro-
viding a specific representation. Scenarios are also
beneficial for discussing the system and conveying a
general understanding through specific situations.

3.3 Requirements Analysis and
Application in Project

We performed an analysis of existing requirements in
an ongoing research project that aims at the devel-
opment of a situation recognition system (SRS) for

Categorize explainability reqs. with 4 eyes principle

Select explainability requirements

Refine selected requirements using template 

Refine selected requirements  with scenario

Discuss new and refined requirements with experts

Figure 2: Evaluation Process.

surgical procedures. Using various sensors, the sys-
tem automatically infers the current activity in an op-
erating room (OR), based on rules. The SRS pro-
vides this information to different context-aware sys-
tem (CAS). The context information of the current ac-
tivity should be provided to the actor without any fur-
ther interaction. The goal is to obtain a flexible and
medical intervention-independent assessment of the
current situation in order to accurately convey context
and details (Junger et al., 2022). In a test-scenario the
SRS is connected to an operating room (OR) tablet
called OR-Pad. The OR-Pad provides planning- and
in-situ information before, during, and after surgery,
and reflects relevant information at the current time
based on the surgical phase of the operation (Ryniak
et al., 2022). The main goal of the combination of
SRS and OR-Pad is to support the medical actors
in the OR. Failure to understand the information re-
ceived can lead to a lack of trust in the system by the
actor, as there is uncertainty to the extent of correct
information provided for the given situation. This can
lead to disruptions in the OR, which can result in ac-
tor hesitation. These disruptions should be reduced
with the help of explainability. Thus, the project
demands correctness of the system, represented by
transparency to provide a comprehensive understand-
ing of the system. Trust can be gained from under-
standing what is happening in the system (Chazette
et al., 2019). Explainability leads to better overall
quality of software systems (Chazette et al., 2022).
Within the project, the software architecture and a
prototype for this adaptive SRS is developed. Dur-
ing the project, a set of requirements (Junger et al.,
2022) have been elicited and documented as natural
language with some use case diagrams in a system
specification document (based on word). We apply
the proposed template for explainability requirements
in this context and measure its effectiveness with the
evaluation shown in Fig. 2.

We analyzed the existing quality requirements for
the SRS (Junger et al., 2022) and the OR-Pad (Ry-
niak et al., 2022) to understand the extent they de-
scribe a reason for the systems behavior or results.
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For that, we used the question: Does the function
need to share information? and Does the information
give an answer to the why?. If both questions can be
answered with yes, we classified the requirements as
candidate explainability req. Because the intention
with explainability is that the software should enable
the user to make the system’s decisions comprehensi-
ble by providing a clear rationale for the decision, the
procedure and the result.

4 RESULTS

The results of each design science phase are given in
the following subsections.

4.1 Problem Investigation - Literature
Synthesis

The problem leading to RQ1 how explainability re-
quirements are elicited and documented is answered
based on literature. The related work revealed various
approaches for eliciting and documenting explainabil-
ity requirements. The key findings emphasize two es-
sential methods for documentation: employing a sen-
tence template (Balasubramaniam et al., 2023), illus-
trated in Fig. 3, and utilizing a scenario (Cirqueira
et al., 2020). These approaches play a crucial role
in simplifying information extraction and fostering a
deeper understanding of the requirements. The litera-
ture also shows pertinent questions based on Langer et
al. (Langer et al., 2021) for refining information iden-
tification individually and ensuring completeness in
the required elements. Furthermore, a finite set of ex-
ample applications for individual elements was gen-
erated, with room for additional supplements.

An interview, following a questionnaire, was done
by the authors with one developer of the SRS and OR-
Pad. First of all, the meaning of explainability was
clarified. Then, the current state within the systems
was discussed regarding explanability. The aim was
to identify to what extend explainability was already
addressed in the requirements and system architec-
ture. Furthermore, the relevance of explainability on
both systems was elaborated. Afterwards, it was dis-
cussed how the system could be optimized regarding
explainability and which requirements were therefore
needed to be specified in general.

As <type of addressee> I want to receive explanations
about an <aspect> from an <explainer> in a <context>.

Figure 3: Sentence template for explainability requirement
elicitation. Variables are filled by insertion procedures.

4.2 Treatment Design: Design of the
Template

Based on the findings during the problem investi-
gation, we followed a template-based and scenario-
based approach. The template was inspired from
Younas et al.’s (Younas et al., 2017) guideline for non-
functional requirement elicitation in agile methods.

Fig. 4 illustrates the agile NFR elicitation process
tailored specifically for Explainability, encompassing
both the sentence template and the scenario. Infor-
mation retrieval elements are essential in both meth-
ods, with the exception that the explanatory unit is
explicitly required only in the sentence template. In
some cases analysts might have an existing set of
requirements, which need completion wrt. explain-
ability. Thus, in the first step analysts might decide
to revise existing requirements or add new require-
ments following elicitation activities. To aid the elic-
itation, questions and usage examples are listed for
each element, providing guidance and a comprehen-
sive overview. For this purpose, Table 3 summarizes
the key questions for all elements of the sentence tem-
plate. Table 4 identifies the individual implementation
steps for the creation of a scenario for explainability
requirements. Tables in the supplementary material
were defined for the individual elements (<type of ad-
dress>, <aspect>, <context>, <explainer>) of the sen-
tence template with possible settings 5 and the associ-
ated identification questions for the possible settings,
which have been added for a better overview. Fol-
lowing this systematic process of collecting informa-
tion step by step, a robust set of explainability require-
ments can be effectively elicited.

In the following, the elements of the template are
described: Type of addressee describes the person
to be addressed, which is crucial for the explanation.
The target audience allows the identification of the
knowledge needed and the existing prior knowledge
to create an appropriate representation that ensures
understanding of the environment and context of the
stakeholder group. The Aspect enriches the determi-
nation of the explanatory purpose with information
and specifies when and how the explanatory system
should be used to clarify structural aspects. The Con-
text determine the representation of an explanation
with information. It specifies the type of explanation
and the data to be transmitted in different representa-
tions. The Explainer describes the unit that reflects
an explanation of the system and helps to determine

5These are just examples to make it easier to find the
right way to fill in the sentence template element. If the
possibilities do not fit into the use case to be defined, the
corresponding question should help to define the possibility.
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Table 3: Key-questions to identify the elements of explainability requirements.

Element Key questions
<type
of ad-
dressee>

Who are relevant target groups and what are their specific characteristics? What are the relevant
desiderata in a particular context and are they being met? Is the information really useful/helpful
for the target group?

<aspect> Has the target group acquired a sufficient level and the right understanding to judge whether
wishes are fulfilled and to facilitate their fulfillment? Is the information really useful for the
target group?

<context> Are there contextual influences that hinder or promote the satisfaction of the desiderata by the
explanatory process? Is the explanatory approach able to provide the right type and amount of
information in an acceptable presentation? Is the information really useful/helpful for the target
group?

<explainer> Is the explanation approach able to pass on the information through a suitable source that pro-
motes the understanding of the target group? Is the information really useful/helpful for the
target group?

Elicitation

Collect
information
about the
type of

<addressee>

Begin

Collect
information
about the
<explainer>

End

Is the scenario or
the template

used?

Create
scenario

Collect
information
about the
<aspect>

Collect
information
about the
<context>

Documentation

Fill out
template

Is the
scenario
used?

Should the
template be
shown in more

detail?

Template
Scenario No

Yes

No
Yes

Identification

Select the
requirement to
be specified

Should a
requirement be
newly created or
specified for
explainability?

New

Specify

Figure 4: Specification of issue identification for explainability requirements elicitation and documentation according to
Younas (Younas et al., 2017) agile NFR elicitation process.

that unit. The Scenario defines different schemes to
elicit requirements.

4.3 Validation - Application in Project

We categorized a total of 67 NFRs in Junger et
al. (Junger et al., 2022; Ryniak et al., 2022). Overall,
5 NFR were identified as explainability requirements
using the 4-eyes principle during the review. One re-
quirement was also identified that requires an addi-
tional explainability requirement to be added. We see
that the definition of a non-functional explainability
requirement led to the existing of functional require-
ments with explainability related content.

4.3.1 Explainability Application Example

To apply the documentataion of expl. req, both, the
sentence template and the scenario has instanciated
to show a practical example. This is done using the
same requirement for both paths to present a good
comparison. The original elicited requirement N11 is
shown in fig 5. An explainability requirement is now
to be created as an example on the basis of require-
ment N11. This is to be done in connection with the

N11: The SRS must catch errors and log
meaningful error messages in case of a
misbehavior or sensor data that cannot
be processed.

Figure 5: Original requirement N11 (Junger et al., 2022).

created concept in order to test its usability. The error
message is chosen as an exemplary representation be-
cause it can cause a lack of understanding on the part
of the users if the representation of the error message
is not suitably explained. Operators do not understand
why an error occurs at that exact moment. The ques-
tion of why raises that Explainability can help. This
requirement is already raised, but based on the re-
view it is determined by mutual agreement under the
4 eyes principle that this is an Explainability require-
ment and therefore needs to be enriched with Explain-
ability. The information that is presented in the infor-
mation gathering has been created based on interview
one and two. The OR-pad represents the clinical- and
the debugging context. The clinical context is the user
interface of the currently existing OR-Pad, which is
characterized by a simple design that can be quickly
understood and is only used as a support when this is
of interest to the operator. The debugging context has
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Table 4: Process steps to create a scenario for explainability requirements.

Element Description
Identify <type of ad-
dressee>

Representation to gain understanding of the environment and context of the stake-
holder group.

Identification of the
<aspect>

Diagram to identify the goals and sub-goals of the stakeholder group and the cogni-
tive tasks that are performed in their environment, sorted in a chronological order.

Identify the <context> Map to identify features of existing tools used by stakeholders.
Create scenario Mapping to identify the scenarios that represent the processes and cognitive tasks

of the stakeholder group, derived from the stakeholder group’s attitudes, goals and
tools.

Use scenario to iden-
tify requirements

Requirements generation through identification using interviews, prototypes, sur-
veys and anthropomorphism studies

As a surgeon, I want to receive explanations of an
occurring error in a misbehavior or unprocessable
sensor data within the SRS from a visual represen-
tation of a user interface associated with the SRS
in an intuitive and understandable framework.

Figure 6: Revised explainability req. N11 with template.

become of importance during interview three and can
be an additional interface that runs concurrently with
the clinical interface to reflect additional information
and log a record of the entire operation. Based on the
sentence template, a new structuring emerges. N11
is now to be reviewed in the clinical context, leading
to a revised requirement 6. Unlike the sentence tem-
plate, the scenario is a visual representation, whereby
the level of detail must be selected independently de-
pending on the project situation and the variant shown
in 7 is only an example.

4.3.2 Requirements Evaluation Based on an
Expert Interview

The elicited requirement on the way of the sentence
template and the scenario is evaluated and verified.
The expert initially receives an explanation of the con-
cept, followed by the presentation of requirements
without justification to ensure a neutral assessment.
The expert then provides feedback, and additional
questions are posed for more detailed insights. Ana-
lyzing the sentence template, it was generally viewed
positively for being intuitive and logical, with the
use of variables considered helpful. Using this tem-
plate during requirements analysis would guarantee a
structured and standardized way to define and docu-
ment requirements. . In contrast to the previous re-
quirements, improvements in the specificity and clar-
ity of the new requirements were noted, but chal-
lenges in creating requirements spontaneously were
highlighted instead of extending an existing require-
ment. Furthermore, concerns were raised about the
extensive length. Regarding the scenario, presented as

an activity diagram, it received positive evaluation for
providing further information in an easily understand-
able form. Nevertheless, concerns were raised regard-
ing the higher effort needed to prepare such scenarios.
The expert suggested incorporating sketches in addi-
tion, particularly for communication with stakehold-
ers that need further information on the requirement.
For example, clinical stakeholders could benefit from
a detailed, visualized requirement to understand the
context and relevance of the depicted Explainability
requirement. - Overall, different stakeholder groups
will prefer specific representation forms, such as sen-
tence templates, flowcharts, and activity diagrams.
The choice between textual descriptions and mockups
depends on the audience: clinicians favoring mock-
ups and developers relying on textual descriptions.
Thus, a combination of sentence templates and sce-
narios, with scenarios refining templates, was recom-
mended, i.e. using the template for the technical spec-
ification and scenarios in addition for the communi-
cation with other stakeholders. The combined use of
mockups and scenarios was deemed effective, empha-
sizing the importance of textual descriptions. Sto-
ryboards, combining visual scenes and descriptions,
were suggested for effective communication, brain-
storming, and verification of requirements.

4.4 Implementation - Evaluation of the
Template

The focus of the implementation phase is to apply and
evaluate the approach developed in treatment design
in a real world case. As the case we use the situ-
ation recognition system-development project as ex-
plained in section 3.3. A technical expert in the role
of an analyst applied the template and guidance to the
SRS (Junger et al., 2022) and OR.pad (Ryniak et al.,
2022) project in March 2024. Through an 0:45 min
introduction to the idea of explainability requirements
by the 1st author, the analyst gained a basic under-
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Surgery

Surgeon takes an instrument

Receives infor. with an
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explanation of how the error
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the error

Prepares the infor.
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error with
explanation

User interface

Receives infor.
from the SRS

Gives a visual
indication of error
that has occurred.

Figure 7: Revised explainability requirement N11 based on scenario.

standing of explainability and the assisitive template
and guiding aids. The process was also discussed, de-
picted in the following.

Step 1: Identify Possible Explainability Require-
ments. Based on these instructions, the analyst took
the list of available requirements (SRS & OR-Pad),
provided as supplementary material in the analyst’s
former article 6. The analyst furthermore was pro-
vided with a first assessment of the requirements re-
garding their potential to address explainability, con-
sisting of a total of 16 requirements identified using
the 4-eyes principle of the first two authors. The an-
alyst had inspected each requirement against the defi-
nition for explainability requirements and criteria for
explainability, as provided in section 1. A total of 18
requirements were identified as candidates. Each re-
quirement was rated and it was depicted if (1) the req.
is already adressing explainability to a certain extend,
(2) a req. need to be used to derive a new expl. req,
(3) the req. does not absolutely need explainability
and need to be evaluated with stakeholders, and (4)
the req. does not address or need explainability due
to any resaon. As a result, four of the 18 require-
ments were neglected, as they describe goals or vi-
sions that have been already covered by other non-
functional requirements, marked in orange. Neverthe-
less the rejected goals and vision led to two yet miss-
ing requirements, not identified as relevant by the first
check of possible expl. req., resulting in 16 req. (red).
Four requirements were clearly identified as explain-
ability requirements that need to be specified (green),
four requirements depicted as unsure if and for which
stakeholder explainability would be beneficial (yel-
low), and the remaining four requirements were stated
to be extendable to an explainability requirement. The
resulting list is available as supplementary material.

Step 2: Application of Template and Guidance.
The explainability template and the guidance aids pre-

6https://www.tandfonline.com/doi/suppl/10.1080/
21681163.2021.2004446, and for the OR.Pad, avail-
able at https://link.springer.com/article/10.1007/
s11548-022-02787-w#Sec19.

sented in section 4.2 were applied to the 14 identified
explainability requirements candidates. . According
to the categorization depicted in the previous section,
the analyst has 4 non-functional requirements speci-
fied and for further 10 additional non-functional re-
quirements derived. The analyst used the sentence
template and guidance to assess step-by-step each re-
quirement, following the process in Fig. 4. The an-
alyst use both, the sentence template in Fig. 3, the
example in Fig. 6 as well as the scenario in Fig. 7 for
reference. During the editing of the requirements, the
analyst also created four scenarios to see the useful-
ness. However, the analyst was focusing on the sen-
tence template as it provides enough information for
the further use of the specification and complements
the existing requirements analysis the best. Overall,
the analyst referred to Table 3 and 4 to complete and
detail the specification.

Step 3: Evaluation. The expert rated her experi-
ences during the application of the template and gave
qualitative feedback to the questions (eqn) in Table 5.

Regarding eq1, the expert stated that a clear def-
inition of explainability and how such requirements
can be identified, is necessary and helpful. For each
requirement in the SRS and OR-Pad, the expert con-
sidered if and how explainability would be beneficial.
The expert noticed that some requirements contained
more then one characteristic of the IS, leading to addi-
tional explainability requirements. Only few existing
requirements were found to refer directly to explain-
ability as this aspect was not in focus yet.

Regarding eq2, the initial discussion of the tem-
plate’s application to obtain a clear definition of ex-
plainability was very helpful. The use of Fig. 3
and the examples in the supplemental material (Tab.2
Type Of Addressee and Tab.4 Aspect) provided help-
ful guidance, combined with the definitions of the el-
ements of the sentence template from the text. The
use of the template was self-explaining and no further
support was necessary. Although Fig. 4 was useful,
the definition of the scenario was not the experts’ first
choice. Table 3 provided helpful information for the
definitions of the elements in the template. Especially
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Table 5: Evaluation questions for implementation of treatment design.

Quest. Description
eq1 What criteria had been used to identify explainability requirement candidates?
eq2 Which tools or methods supported the elicitation and documentation of explainability req.?
eq3 What difficulties in understanding have arisen?
eq4 What has been improved and how?
eq5 How clear and understandable was the template used?
eq6 How much time did the application take?
eq7 How do you rate the overall benefit of the approach?

in case of vague requirements that might be related to
explainability, the expert could consider details and
deepen possible explainability aspects.

Regarding eq3, there were three difficulties: (1)
The expert was unsure what type of requirements
should be considered to address explainability appro-
priately and decided to outsource explainability re-
quirements into NFRs. (2) A compact explanation
would have made the process more efficient. We ad-
dressed this issue by a one pager that is part of the
supplementary material. (3) The workflow for defin-
ing new requirements or specifying existing ones is
not shown. This led to confusion about the process.
Furthermore, the criteria for choosing between tem-
plate and scenario was not clear. The expert focused
on the sentence template, rated it as more adequate
for the purpose of the SRS and OR-Pad in its current
form. Scenarios were only created as additional ex-
amples to support discussions with clinical partners.

Regarding eq4 indicating possible improvements,
the expert found the approach overall very useful, es-
pecially, but not limited to rule-based systems as the
SRS. Once the expert realized the impact of explain-
ability, the expert could highlight the system behavior
and the basis of the estimations more transparent for
users. Additional scenarios improve the understand-
ing of the system functioning for some user groups,
such as clinicians.

Regarding eq5, the clarity of the template, the
expert found the template sufficiently clear, compre-
hensible and an appropriate scope. There were ad-
vantages through the training that has taken place
by the definition of the first explainability require-
ments. Scenarios should only be used occasionally
for discussion purposes as the creation was perceived
as time-consuming but helpful to broaden the under-
standing of the system.

Regarding eq6, Table 6 shows the time required
for the application in each step. In total, the time spent
on the content alone was 4 hours and 30 minutes, not
including notes and debriefing.

Regarding eq7, the expert rated the overall benefit
of this approach for improving explainability require-
ments as positive. By deriving and specifying non-

Table 6: Time consumption of each step from the analyst.

Step activity Duration
step 1 introduction 45 mins
step 1 determination of explainability 50 mins
step 2 familiarization with template 130 mins
step 2 documentation with template 30 mins
step 2 create example scenarios 60 mins
Total 5:15 hrs:min

functional requirements from existing requirements,
a more precise and clearer representation of the ex-
plicit explainability requirements is achieved. This
process enables the targeted addressing of sub-aspects
that improve the explainability of the system. Overall,
the approach to improve explainability requirements
appears promising: It offers a structured and system-
atic method to increase completeness of the require-
ments specification.

5 THREATS TO VALIDITY

We follow the classification of Wohlin et al. (Wohlin
et al., 2012). Construct validity considers whether
the study measures what it claims. The study is
based on the bachelor’s thesis of the 2nd author, super-
vised by 1th author. The related work was not gained
through a systematical approach, however elements
of a systematic mapping study were used, such as re-
views of the first and second author, and the results
were discussed in an open university talk. The search
term was validated by two authors. Internal validity
determines the extent of conclusions and the bias of
the study. The application of the template was lim-
ited to one research project only, with a limited size
of requirements. The results were produced by two
authors with a review of a third author. The evalu-
ation was done in two meetings, including construc-
tive feedback, where the template and guidance has
been improved. External validity describes the gen-
eralization of the study results to other situations. The
template and guidance is not domain specific and can
be applied in other domains. The application in one
project only limits the generality of the results.
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6 CONCLUSION

This paper presents a four-phase design science re-
search approach to explore how explainability re-
quirements can be documented and elicited. In the
related work 18 articles have been reviewed and an-
alyzed, revealing the importance of detailed docu-
mentation and visual diagrams to cater to different
stakeholder preferences. A sentence template for doc-
umenting these requirements is proposed, which is
combined with a scenario method for elicitation. Ex-
pert interviews confirm the usefulness of this com-
bined method. Additionally, the process includes re-
fined elicitation techniques and provides a one-page
information sheet to capture details. This research is
specifically evaluated in the context of a surgery assis-
tance system, showing it improves the completeness
and detail of the SRS. Future work could focus on
integrating this workflow into existing RE processes
and creating a tutorial video for practitioners.

APPENDIX

Additional research data is available as supplemen-
tary material at EU’s Zenodo portal7.

It contains (i) The existing requirements and our
classification for explainability requirements. (ii) Ad-
ditional tables and figures and guidance information.
(iii) The artifacts of the first design science iteration.
(iv) The created scenarios.
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