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Abstract: This paper reports the evaluation results in the usefulness of distractors generated by large language models
(LLMs) in creating multiple-choice questions for the Japanese National Nursing Examination. Our research
questions are: “(RQ1) Do question writers adopt LLM-generated distractor candidates in question writing?”
and “(RQ2) Does providing LLM-generated distractor candidates reduce the time for writing questions?”. We
selected ten questions from the proprietary mockup examinations of the National Nursing Examination ad-
ministered by a prep school, considering the analysis of the last ten-year questions of the National Nursing
Examination. Distractors are generated by seven different LLMs, given a stem and a key for each question of
the above ten, and they are compiled into the distractor candidate sets. Given a stem and a key for each ques-
tion, 15 domain experts completed questions by filling in three distractors. Eight experts are provided with the
LLM-generated distractor candidates; the other seven are not. The results of comparing the two groups pro-
vided us with affirmative answers to both RQs. The current evaluation remains subjective from the viewpoint
of the question writers; it is necessary to evaluate whether questions generated with the assistance of LLM
work in a real examination setting. Our future plan includes administering a large-scale mockup examination
using both human-made and LLM-assisted questions and analysing the differences in the responses to both
types of questions.

1 INTRODUCTION

Automatic question generation (AQG) is one of the
active research areas in Artificial Intelligence (AI) and
is expected to reduce the burden on question writers in
various education domains. There have been a series
of comprehensive surveys on the AQG studies (Al-
subait et al. 2015, Kurdi et al. 2020, Faraby et al.
2023). Alsubait et al.Alsubait et al. (2015) covered
81 papers published up to 2014 and reported language
learning is the dominant as the target domain.

Kurdi et al. Kurdi et al. (2020) followed Alsubait
et al. Alsubait et al. (2015) to collect and analyse 93
papers on AQG published from 2015 to 2019. The
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domain distribution is similar to that reported by Al-
subait et al. Alsubait et al. (2015), i.e. the language
learning domain remains dominant.

The studies covered by these two surveys before
2019 adopt traditional approaches: template-based,
rule-based (Liu et al. 2010) or statistical-based (Ku-
mar et al. 2015, Gao et al. 2019). The significant
development of neural networks in the 2010s led
Faraby et al. Faraby et al. (2023) to collect 224
neural network-based AQG papers published between
2016 and early 2022. Many of these studies utilise
large datasets originally developed for Question-
Answering (QA) systems, such as SQuAD (Rajpurkar
et al. 2016), NewsQA1 for training neural AQG sys-
tems.

After the appearance of ChatGPT2 at the end of
2022, numerous large language models (LLMs) fol-

1https://www.microsoft.com/en-us/research/project/
newsqa-dataset/

2https://chat.openai.com
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lowed. Their versatile and high performance for
various tasks without fine-tuning greatly impacted
academia and industry (Liu et al. 2023). AQG is
also a potential application of LLMs. For instance,
Perkoff et al. Perkoff et al. (2023) compared three
types of LLM architectures, T5 (Raffel et al. 2020),
BART (Lewis et al. 2020) and GPT-2 (Radford et al.
2019), in generating reading comprehension ques-
tions and concluded that T5 was the most promising.
Yuan et al. Yuan et al. (2023) used GPT-3 to gener-
ate questions and chose better questions among auto-
matically generated candidates. Oh et al. Oh et al.
(2023) utilised LLM for paraphrasing references to
improve the evaluation metrics for AQG. Shin and
Lee Shin and Lee (2023) conducted a human evalua-
tion of ChatGPT-generated multiple-choice questions
(MCQs) for language learners, in which 50 language
teachers evaluated a mixed set of human-made and
ChatGPT-made MCQs without knowing their origins.
They reported that both types of MCQs were of com-
parable quality.

We follow this line of research by utilising LLMs
to generate MCQs. This research is a part of the
project funded by the Ministry of Health, Labour
and Welfare (MHLW) of Japan, which aims to au-
tomate administering the National Nursing Exami-
nation. Thus, our target domain is nursing; specifi-
cally, we aim to generate questions for the Japanese
National Nursing Examination. Unlike the language
learning domain, the challenge of this domain is the
difficulty of human evaluation by domain experts.
The quality of questions in this domain must be guar-
anteed at the national examination level, which is
difficult by automatic evaluation. In addition, ex-
perts with experience in writing questions of National
Nursing Examination are far fewer in number than
language teachers; we have difficulty in recruiting ex-
pert evaluators. Kido. et al. Kido. et al. (2024)
reported the feasibility study of using the LLM-
generated questions for the Japanese National Nurs-
ing Examination. Our present study extends their pre-
liminary evaluation by utilising LLM-generated ques-
tions in real-world question-writing settings involving
domain experts. Following Kido. et al. Kido. et al.
(2024), we focus on generating distractors of MCQs
since it is a most burdensome task in question writ-
ing. Instead of fully automatic distractor generation,
we take an approach to generate distractor candidates
by LLMs and propose them to human question writ-
ers. The objective of this study is to evaluate the ef-
fectiveness and efficiency of distractor generation by
LLMs for human question writing. To this end, we
set up two research questions.

Which of the following was the leading
cause of death in Japan in 2020?

← stem

1. malignant neoplasm ← key
2. pneumonia }

distractors3. heart disease
4. cerebrovascular disease

Figure 1: Example of the essential questions (Translation
by authors).

RQ1. Do question writers adopt LLM-generated dis-
tractor candidates in question writing? (Effec-
tiveness)

RQ2. Does providing LLM-generated distractor can-
didates reduce the time for writing questions?
(Efficiency)

In the following, we briefly describe the Japanese
National Nursing Examination and the analysis of the
questions in the last ten-year examinations (section 2),
then explain the experimental design (section 3). The
experimental results and discussion (section 4) follow
before the conclusion.

2 JAPANESE NATIONAL
NURSING EXAMINATION

Registered nurses must pass the National Nursing Ex-
amination in Japan. Graduating from a college or
university with a nursing curriculum is a prerequisite
to the examination. The examination covers a wide
range of subjects to confirm the knowledge about
nursing from various perspectives.

The examination questions are in the form of
MCQ and classified into three: essential, general, and
situational. This study focuses on the essential ques-
tions as the first step of the project. Since they con-
sist of simple recall-type questions asking important
fundamental knowledge, generating their distractors
would be a plausible task for LLMs. The subjects of
the essential questions are organised into a three-level
hierarchical structure consisting of 16 major subjects,
49 intermediate subjects and 252 minor subjects. The
first column of Table 1 lists the 16 major subjects. The
essential part consists of 50 questions that assess nec-
essary basic knowledge. A score of 80% or higher
on the essential questions is necessary to pass the ex-
amination. The questions are intended to check the
examinees’ knowledge of nursing and not to select ex-
aminees for a certain quota. Figure 1 shows an essen-
tial question example. A question consists of a stem
(question sentences), a key (correct choice) and three
or rarely four distractors (incorrect choices).
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Table 1: Evaluation of the last ten-year essential questions of Japanese National Nursing Examination (Number of questions
and percentages in parentheses).

Question class I II III IV V Total

\ Correct response rate (CRR) [.90, .99) ≥ .99 < .90 < .90 [.90, .99)
Major subject \ Discrimination index (DI) ≥ .2 – ≥ .2 < .2 < .2

1. Health Indicators/
Definition and understanding of health 13 (34.2) 4 (10.5) 9 (23.7) 2 (5.3) 10 (26.3) 38

2. Health and life/
Factors affecting health and wellbeing 5 (18.5) 2 (7.4) 12 (44.4) 3 (11.1) 5 (18.5) 27

3. Basics of the health care/Social security system 6 (31.6) 1 (5.3) 5 (26.3) 0 (0.0) 7 (36.8) 19
4. Nursing ethics 2 (18.2) 2 (18.2) 3 (27.3) 1 (9.1) 3 (27.3) 11
5. Basic laws and regulations related to nursing 0 (0.0) 1 (9.1) 1 (9.1) 1 (9.1) 8 (72.7) 11
6. Characteristics of human beings 1 (10.0) 2 (20.0) 2 (20.0) 1 (10.0) 4 (40.0) 10
7. Human growth and development/

Characteristics of each period of the life cycle 11 (22.9) 6 (12.5) 19 (39.6) 2 (4.2) 10 (20.8) 48
8. Patients and families as nursing subjects 0 (0.0) 1 (33.3) 1 (33.3) 0 (0.0) 1 (33.3) 3
9. Major field of nursing and its functions 2 (8.3) 3 (12.5) 7 (29.2) 2 (8.3) 10 (41.7) 24

10. Structure and function of the human body 17 (32.1) 5 (9.4) 17 (32.1) 5 (9.4) 9 (17.0) 53
11. Pathology and nursing care/Diseases and signs 15 (19.7) 12 (15.8) 30 (30.3) 7 (9.2) 19 (25.0) 76
12. Pharmacokinetics, pharmacodynamics and

therapeutics management 11 (36.7) 2 (6.7) 8 (26.7) 1 (3.3) 8 (26.7) 30
13. Basic nursing skills 2 (9.5) 6 (28.6) 5 (23.8) 0 (0.0) 8 (38.1) 21
14. Daily living assistance skills 6 (16.2) 11 (29.7) 2 (5.4) 1 (2.7) 17 (45.9) 37
15. Nursing skills to ensure patient safety and comfort 1 (4.0) 12 (48.0) 4 (16.0) 1 (4.0) 7 (28.0) 25
16. Nursing skills associated with medical treatment 8 (11.9) 19 (28.4) 14 (20.9) 9 (13.4) 17 (25.4) 67

Total 100 (20.0) 89 (17.8) 132 (26.4) 36 (7.2) 143 (28.6) 500

Table 2: Choice type distribution in the past ten-year essen-
tial questions.

Choice type #Questions

Noun phrase 309
Sentence 57
Numerics 96
Figure & table 22
Exceptional questions 16

Total 500

The choices can be words or phrases like in Fig-
ure 1, longer descriptions in clauses and sentences,
numerical values, graphs and tables. Table 2 shows
the distribution of the choice types in the essential
questions of the examinations over the past ten years,
provided by MHLW, the body responsible for the Na-
tional Nursing Examination. This study considers
only questions with choices of words, phrases and
sentences3. Although multi-modal LLMs have been
actively studied recently, questions with figures and
tables are not popular in past examinations. Ques-
tions with numerical choices are better suited to rule-
based approaches, e.g. setting appropriate error off-
sets against the correct value will make reasonable
distractors.

As we obtained the test takers’ examination re-
sults of the past questions, we evaluate the 500 ques-
tions from the last ten years regarding the correct re-

3The first two types in Table 2

sponse rate (CRR) and discrimination index (DI). A
high CRR value means that the question is easy, and a
high DI value means that it can distinguish high- and
low-ability test takers well. Based on our past experi-
ences, we set the threshold for CRR and DI at 0.9 and
0.2, respectively. We consider questions with more
than 0.9 (and less than 0.99) of CRR and more than
0.2 of DI “good questions” (Class I in Table 1) and
others “questions to improve”. The questions to im-
prove are further classified into Class II, III, IV and V
based on the CRR and DI values as shown in Table 1.
For example, Class II is a too-easy question class. Ta-
ble 1 indicates that major subjects 1, 3, 10 and 12 have
relatively many good questions. In contrast, subjects
2, 9, 13, 14, 15 and 16 have a few.

3 METHOD

In the experiments, given a stem and a key, human
question writers are instructed to complete a ques-
tion by providing three distractors. In the follow-
ing, we may call completing a question by filling in
the distractors “question writing”. The question writ-
ers may refer to the distractor candidates generated
by LLMs and adopt them, or they might create their
original distractors. A set of distractor candidates is
made from distractors generated by multiple different
LLMs.
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3.1 Question Writers

We ask five questions for each question writer. Con-
sidering the workload and time constraints of the
question writers, five questions per person was the
limit to recruit a sufficient number of question writ-
ers. On this condition, we recruited 16 question writ-
ers who have experience writing questions for the
past Japanese National Nursing Examination. Half
of them are novices with experience of less than five
years, and the other half are veterans with more than
or equal to five years of experience. One veteran
question writer quit during the experiment; the actual
number of participating question writers is 15. No au-
thor of this paper is included in these 15 participants.
They are divided into two groups: Group A(ssisted)
of eight writers that are provided with the LLM-
generated distractor candidates, and Group C(ontrol)
of seven writers without candidates. The writers in
Group C must complete the questions by creating
their original distractors. The participants are paid
3,000 JPY for the completion of five questions.

3.2 Materials

Questions

We selected ten questions from 250 essential ques-
tions in the mockup examinations of the National
Nursing Examination administered by a prep school.
These 250 questions are not open to the public. We
obtained them under contract, together with the ex-
amination results. According to our analysis of the
past National Nursing Examination in section 2, we
first choose ten major subjects: 1, 3, 10 and 12, which
include many good questions, and 2, 9, 13, 14, 15 and
16, which include a few good questions. We would
like to see if providing LLM-generated distractor can-
didates contributes to further improvement for the for-
mer subject group and necessary improvement for the
latter. We classify the prep school questions into five
classes (I, II, III, IV and V) based on the same criteria
adopted for the past National Nursing Examination
analysis. A question from each major subject, 1, 3,
10 and 12, is randomly selected; a question from each
major subject, 2, 9, 13, 14, 15 and 16, is randomly
chosen to obtain ten questions in total. As a result, we
have two questions from class I, seven from class III
and one from class V.

Employed LLMs

We utilise the seven LLMs listed in Table 3 to
generate distractor candidates. The first three are
open-source models. Swallow-2 and Swallow-3 are

Table 3: LLMs used to generate distractor candidates.

Model Short name

1. Llama2-Swallow-70b-instruct-v0.1 Swallow-2
2. Llama3-Swallow-70B-Instruct-v0.1 Swallow-3
3. Llama3-Preferred-MedSwallow-70B MedSwallow-3
4. GPT-3.5-turbo (0613) GPT-3.5
5. GPT-3.5-turbo (0613) finetuned GPT-3.5-FT
6. GPT-4 (0613) GPT-4
7. GPT-4o (240513) GPT-4o

made through continuously pre-training the Llama
model with large Japanese corpora (Fujii et al. 2024,
Okazaki et al. 2024). Their difference comes from
the base Llama model, i.e. Llama2 and Llama3.
MedSwallow-3 is a model in which Swallow-3 is
further continuously pre-trained with Japanese med-
ical texts (Iwasawa et al. 2024). These three mod-
els are fine-tuned using the questions from the last
ten-year National Nursing Examination provided by
MHLW and the mock examinations provided by the
prep school mentioned above. The prep school ques-
tions do not overlap with our target questions. The to-
tal number of questions is 576, divided into 518 (90%)
for training and 58 (10%) for development. The de-
velopment set is used to decide training termination
during fine-tuning. To save computational resources
for fine-tuning, we adopt the QLoRA technique that
introduces a low-rank matrix for parameter tuning
and 4-bit quantisation of parameters (Dettmers et al.
2023). The available hyper-parameters for fine-tuning
are set as follows: LoRA rank= 8, batch size= 1,
learning rate= 10−4 and the number of epoches= 10.
These values were empirically decided without an ex-
haustive hyperparameter search. We adopt the model
with the minimum loss on the development dataset.
The open models employ greedy decoding for infer-
ence.

The last four models are utilised through Mi-
crosoft Azure API. At the time of the experiment,
fine-tuning was available only for GPT-3.5-turbo. We
prepared two models for GPT-3.5-turbo, i.e. with and
without fine-tuning. The available hyper-parameters
of fine-tuning GPT-3.5-turbo are batch size and the
number of epochs; they are set to 1 (default value)
and 5 (maximum value), respectively. The training
data for fine-tuning is the same as for the Swallow
family. For inference, the temperature parameter is
set to 0, and the top p parameter is 0.95.

3.3 Procedure

Generating Distractor Candidate Sets

For each question, the above seven LLMs gener-
ate four distractors (28 in total) using the zero-shot

Evaluation of LLM-Generated Distractors of Multiple-Choice Questions for the Japanese National Nursing Examination

757



Zero-shot prompt
USER: Give us four distractors for the four-choice

question “⟨stem⟩” with the correct answer
“⟨answer⟩”.

Five-shot prompt
USER: Give us four distractors for the four-choice

question “⟨stem⟩” with the correct answer
“⟨answer⟩”.

ASSISTANT: Distractors:

• ⟨distractor1⟩
• ⟨distractor2⟩
• ⟨distractor3⟩
— four more exemplars here —

USER: Give us four distractors for the four-choice
question “⟨stem⟩” with the correct answer
“⟨answer⟩”.

Figure 2: Prompts to LLMs (Translation).

Table 4: Number of generated distractors by LLMs.

Q Distractor Duplicated Candidate Gold

1 13 4 6 3
2 28 0 14 0
3 25 2 11 1
4 20 8 10 0
5 24 4 10 1
6 27 1 13 0
7 18 6 9 0
8 25 3 11 0
9 8 5 5 1

10 27 1 13 0

Total 215 34 102 6
Ave. 21.5 3.4 10.2 0.6

prompt for the four fine-tuned models and the five-
shot prompt for the three API models except for GPT-
3.5-FT. As too many candidates would increase the
cognitive load on the question writers, we decided to
present about ten candidates to them. Assuming that
the LLM-generated distractors would be further nar-
rowed down, we decided to let the seven LLMs gen-
erate two to three times as many as the candidates to
present, i.e. four distractors per LLM.

Figure 2 shows the translation of the prompts4.
USER and ASSISTANT denote LLM user and LLM
roles, respectively. The angle-bracketed word such
as ⟨stem⟩ denotes a placeholder to fill with appropri-
ate strings for the question before submitting it to the
models. The exemplars for the five-shot prompts are
randomly chosen from the training data.

The second and third columns in Table 4 show
the type number of distractors (“Distractor”) and

4The original prompts are in Japanese.

those that are generated from multiple LLMs (“Du-
plicated”) for each question. The average number of
distractors and duplicated distractors are 21.5 and 3.4,
respectively, suggesting that the models generate di-
verse distractors across all models.

To reduce the number of suggesting distractors to
the question writers, starting from the LLM-generated
distractor set, we follow the steps below to create dis-
tractor candidate sets.

1. We discard the distractors that are the same as the
key for the question. There was one such distrac-
tor for the seventh question (Q7).

2. We collect the distractors generated by multiple
models (The “Duplicated” column in Table 4).

3. We add distractors to the above collections so that
every collection includes at least two distractors
from each model. The insufficient distractors for
a model are supplemented by randomly selecting
the distractors generated by that model.

The resultant collections are the distractor candidate
sets to provide the question writers. The column
“Candidates” in Table 4 shows the number of distrac-
tors in the distractor candidate sets. The “Gold” col-
umn in Table 4 indicates the number of distractors that
are the same as the original distractors of the question.
The candidate sets include less than one gold distrac-
tor on average.

Assigning Questions to Question Writers

Group A and C of question writers work on the same
ten questions. Each writer group is divided into two
subgroups, each containing half novices and the other
half veterans. The ten questions are divided into two,
QS1 and QS2, and each subset is assigned to each
subgroup. All five QS2 questions belong to class III,
while the QS1 questions consist of two class I, two
class III and one class V. Therefore, four question
writers, two novices and two veterans in each sub-
group (three for the five questions in Group C due
to the participant withdrawal) work on the same five
questions, QS1 or QS2.

Instruction to the Question Writers

We instruct the question writers to provide the appro-
priate three distractors for the given stem and key of
five questions. The responses are collected through
the Google Form platform because the participants
are in distant locations. Group A is provided with
a list of LLM-generated distractor candidates without
details about the candidate generation process. They
are just told that the distractor candidates are gener-
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Table 5: Number of distractors per question (upper half; type) and per question writer (QW) (bottom half; token). The numbers
in parentheses indicate those generated by LLMs.

QS Q Distractors Adoption rate Gold Multi Control Valid (q6)

1 1 4 (4) 1.00 3 (3) 4 (4) 4 (4) 2
2 10 (6) 0.60 0 (0) 2 (2) 0 (0) 4
3 10 (5) 0.50 1 (1) 2 (2) 2 (2) 3
4 11 (8) 0.73 0 (0) 1 (1) 2 (2) 4
5 9 (7) 0.78 1 (1) 2 (2) 4 (2) 4

Ave. 8.8 (6.0) 0.72

2 6 10 (5) 0.50 0 (0) 1 (1) 0 (0) 3
7 8 (1) 0.13 1 (0) 3 (0) 4 (0) 0
8 10 (3) 0.30 0 (0) 2 (2) 0 (0) 0
9 8 (5) 0.63 2 (1) 1 (1) 2 (1) 0
10 12 (4) 0.33 0 (0) 0 (0) 0 (0) 2

Ave. 9.6 (3.6) 0.38

Total 92 (48) 0.52 8 (6) 18 (15) 18 (11) 22

QW Distractors Adoption rate Gold Multi Control Valid (q6)

A1N1 15 (15) 1.00 2 (2) 10 (10) 3 (3) 6
A1N2 15 (15) 1.00 3 (3) 5 (5) 5 (5) 1
A2N1 15 (2) 0.13 2 (1) 4 (1) 4 (1) 1
A2N2 15 (10) 0.67 1 (0) 6 (3) 3 (0) 1

Ave. 15 (10.5) 0.70

A1V1 15 (4) 0.27 4 (4) 3 (3) 6 (4) 3
A1V2 15 (12) 0.80 2 (2) 9 (9) 6 (6) 8
A2V1 12 (8) 0.67 2 (1) 5 (4) 2 (1) 1
A2V2 15 (3) 0.20 2 (1) 1 (1) 3 (1) 3

Ave. 14.3 (6.8) 0.48

Total 117 (69) 0.59 18 (14) 43 (36) 32 (21) 24

ated by LLMs. Instead of adopting the candidates,
they may provide their original distractors.

After providing three distractors, they are asked to
answer the following questionnaire. The questions q2
to q5 should be answered by points on the five-point
Likert scale, with one being “disagree” and five being
“agree”; q6 is answered by ticking the checkbox for
valid distractors in the list. The response formats are
shown in square brackets.

q1 : How long did you need to create three distrac-
tors? [minutes]

q2 : The workload for creating distractors is heavier
than that for the National Nursing Examination.
[1–5]

q3 : The LLM-generated distractor candidates help
create distractors. [1–5]

q4 : The LLM-generated distractor candidates are in-
spiring for brainstorming for question writing.
[1–5]

q5 : The LLM-generated distractor candidates dis-
turb your free thinking. [1–5]

q6 : Which LLM-generated distractor candidates
were valid or were adopted? Choose all that apply.
[List of the distractor candidates with checkbox]

Group C works on the same ten questions without
the distractor candidates; they must create their origi-
nal distractors. After providing three distractors, they
are asked to answer q1 and q2 of the above question-
naire.

4 RESULTS AND DISCUSSION

4.1 RQ1: Effectiveness

Table 5 shows the number of distractors provided by
Group A (“Distractor”), those that are the same as
the original distractors of the question (“Gold”), those
that are from multiple question writers (“Multi”) and
those that are the same as the distractors from Group
C (“Control”). The numbers in parentheses corre-
spond to the LLM-generated distractors. The last col-
umn (“Valid (q6)”) indicates the number of LLM-
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Table 6: Number of distractors in the candidate sets per
LLM (The adopted numbers in parentheses).

Model Distractors Adoption rate Gold

Swallow-2 23 (18) 0.78 4
Swallow-3 25 (17) 0.68 5
MedSwallow-3 22 (13) 0.59 4
GPT-3.5 23 (15) 0.65 3
GPT-3.5-FT 22 (11) 0.50 1
GPT-4 25 (11) 0.44 4
GPT-4o 26 (12) 0.46 4

generated distractors that were not adopted by the
question writers but judged valid in the questionnaire
(q6). The upper half of the table shows the question-
wise type numbers, and the bottom half shows the
question writer (QW)-wise token numbers. The nam-
ing convention of the question writers is as follows.
The first letter indicates Group A or C, the second
number indicates the question subgroup, QS1 or QS2,
five questions each, the third letter indicates Novice or
Veteran, and the last number is the identifier used to
distinguish question writers with the same above at-
tributes.

The bottom rows (“Total”) indicate that 48 out of
92 (0.52; type in the upper half) and 69 out of 117
(0.59; token in the bottom half) distractors5 in the
completed questions come from LLMs. We generated
102 distractor candidates in total by LLMs as shown
in Table 4, 48 of which (0.48) are adopted by the ques-
tion writers. When we add the 22 “Valid” distractors
to these adopted, the number goes up to 70 (0.69).

Among the adopted 48 LLM-generated distrac-
tors, 11 (0.22) overlap with the distractors created
by the Group C writers (“Control”) who do not refer
to the LLM-generated candidates. These 11 LLM-
generated distractors can be considered as high qual-
ity as those created by human experts. The rest, on
the other hand, which are not thought of by the Group
C writers, suggests that LLMs can generate novel dis-
tractors. The overlap between the 48 LLM-generated
and gold distractors is also small, 6 out of 48 (0.13).
These novel distractors have also been qualified by
the Group A writers. These facts suggest that the
LLM-generated distractors can assist question writing
in terms of their quality and novelty.

Difference in LLMs

We generated the distractor candidate set by merging
the outputs from seven different LLMs, which make
102 distractors in total (Table 4). Table 6 shows the
number of distractors in the candidate sets presented
to the Group A writers. The number of adopted is

5A2V1 could not complete a question; therefore, their
total distractor number is less than 15.

Table 7: Relation of numbers between generating models
and adopting question writers.

#QW
4 0 0 0 0 1 0 0
3 0 1 0 1 1 0 1
2 5 3 1 0 1 0 0
1 21 10 0 0 0 0 2
0 42 11 0 0 1 0 0

#models 1 2 3 4 5 6 7

shown in the parentheses. Contrary to our expecta-
tions, Swallow-2, a rather older model, has the high-
est adoption rate. MedSwallow-3 trained with medi-
cal texts has a lower adoption rate than its base model,
Swallow-3. The terminology between the medical
and nursing domains might have some gaps. The
GPT-4 family provides many distractors in the can-
didate set, but their adoption rates are worse than
those of the GPT-3.5 family. This is another counter-
expectation result.

Among the candidate set, there are six “Gold” dis-
tractors that are the same as the original question’s
distractors as shown in Table 4. All six distractors
were adopted by the question writers (the upper half
of Table 5). Table 6 shows the number of generated
“Gold” distractors for each LLM. Unlike the adoption
rate, the models, except for the GPT-3.5 family, repli-
cate the original distractors well. A high replication
rate does not always lead to a high adoption rate, sug-
gesting that only intrinsic evaluation using gold dis-
tractors is not sufficient for evaluating generated dis-
tractors.

There are duplicated distractors both in LLMs and
in question writers. We investigate the relationship
between these duplications. Table 7 shows the num-
ber of distractors that are generated by multiple mod-
els and adopted by multiple question writers. The x-
axis indicates the number of models that generated a
distractor, while the y-axis indicates the number of
question writers who adopted the distractor. For in-
stance, “10” in the cell (2, 1) means that there are
ten distractors that were generated by two models and
adopted by one question writer. The row “0” corre-
sponds to the distractors that any question writers did
not adopt. We can not see a strong correlation be-
tween the numbers of generating models and adopt-
ing question writers; a Pearson correlation coefficient
is 0.47.

Difference in Questions

The adoption rate in the upper half of Table 5 varies
depending on the questions, ranging from 0.13 to
1.00. We investigate the characteristics of the ques-
tion for which LLM-generated distractors are likely to
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Table 8: Average response values of questionnaire per question (upper half) and per question writer (QW) (bottom half)
(SDs in parentheses).

q1 q2 q3 q4 q5 q6
QS Q Group Time Workload Helpful Inspiring Disturb Valid

1 1 A 4.0 (4.1) 1.0 (0.0) 4.8 (0.5) 4.5 (0.6) 1.8 (1.0) 2
C 2.8 (1.7) 2.0 (1.2)

2 A 9.5 (6.4) 2.5 (1.3) 3.8 (1.9) 3.8 (0.5) 2.3 (1.3) 4
C 8.3 (3.5) 3.3 (1.3)

3 A 5.0 (3.6) 2.3 (1.0) 4.5 (0.6) 4.3 (0.5) 1.5 (0.6) 3
C 3.5 (1.9) 2.8 (1.0)

4 A 5.5 (6.4) 2.0 (1.2) 4.5 (0.6) 4.3 (0.5) 1.3 (0.5) 4
C 3.5 (1.0) 2.5 (0.6)

5 A 5.5 (3.1) 2.3 (1.5) 4.8 (0.5) 4.5 (0.6) 1.8 (1.0) 4
C 5.8 (3.0) 2.0 (1.2)

Ave. A 5.9 (2.1) 2.0 (0.6) 4.5 (0.4) 4.3 (0.3) 1.7 (0.4) 3.4
C 4.8 (2.3) 2.5 (0.6)

2 6 A 8.3 (4.7) 1.8 (0.5) 3.8 (1.3) 2.8 (1.0) 2.8 (1.7) 3
C 28.3 (12.6) 2.0 (1.0)

7 A 6.0 (4.1) 2.5 (1.0) 1.8 (0.5) 1.5 (0.6) 2.8 (1.3) 0
C 33.3 (25.2) 2.7 (1.5)

8 A 8.5 (7.9) 2.5 (1.0) 2.5 (1.9) 1.5 (1.0) 2.3 (1.5) 0
C 40.0 (17.3) 2.7 (1.5)

9 A 5.3 (4.2) 3.0 (1.6) 2.3 (1.9) 2.3 (1.9) 1.5 (1.0) 0
C 38.3 (44.8) 3.0 (2.0)

10 A 12 (6.7) 2.5 (1.3) 3.5 (1.3) 2.0 (0.8) 2.3 (1.5) 2
C 46.7 (37.9) 2.7 (1.5)

Ave. A 8.0 (2.6) 2.5 (0.4) 2.8 (0.8) 2.0 (0.6) 2.3 (0.5)
C 37.3 (7.0) 2.6 (0.4)

Ave. A 7.0 (2.5) 2.2 (0.6) 3.6 (1.1) 3.1 (1.3) 2.0 (0.5) 2.2
C 21.0 (17.9) 2.6 (0.4)

q1 q2 q3 q4 q5 q6
QW Group Time Workload Helpful Inspiring Disturb Valid

A1N1 A 3.4 (1.1) 1.2 (0.5) 4.6 (0.6) 4.6 (0.6) 2.2 (1.3) 6
A1N2 A 2.2 (0.8) 3.0 (1.2) 4.6 (0.6) 4.2 (0.5) 1.4 (0.9) 1
A2N1 A 14.0 (6.5) 2.6 (0.6) 2.2 (1.3) 1.8 (0.8) 1.4 (0.9) 1
A2N2 A 4.0 (2.5) 1.0 (0.0) 3.6 (2.0) 2.0 (1.7) 1.2 (0.5) 1

Ave. 5.9 (5.5) 2.0 (1.0) 3.8 (1.1) 3.2 (1.5) 1.6 (0.4) 2.3

C1N1 C 5.0 (3.1) 1.8 (0.8)
C1N2 C 3.6 (3.7) 3.0 (0.0)
C2N1 C 68.0 (21.7) 3.8 (1.1)
C2N2 C 27.0 (6.7) 3.0 (0.0)

Ave. 25.9 (30.0) 2.9 (0.8)

Ave. 15.9 (22.7) 2.4 (1.0)

A1V1 A 6.0 (5.2) 2.6 (0.9) 3.8 (1.6) 3.8 (0.5) 1.8 (0.5) 3
A1V2 A 12.0 (2.7) 1.2 (0.5) 4.8 (0.5) 4.4 (0.6) 1.4 (0.6) 8
A2V1 A 5.8 (3.0) 3.4 (1.1) 2.6 (1.5) 2.4 (1.1) 3.0 (1.2) 1
A2V2 A 8.4 (4.4) 2.8 (0.5) 2.6 (1.3) 1.8 (0.8) 3.6 (0.9) 3

Ave. 8.1 (2.9) 2.5 (0.9) 3.5 (1.1) 3.1 (1.2) 2.5 (1.0) 3.8

C1V1 C 4.4 (3.1) 3.6 (0.9)
C1V2 C 6.0 (2.2) 1.6 (0.6)
C2V1 C 17.0 (8.4) 1.0 (0.0)

Ave. 9.1 (6.9) 2.1 (1.4)

Ave. 8.5 (4.5) 2.3 (1.0)
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be adopted. We have two types of questions in terms
of the choice type: noun phrases and sentences (Ta-
ble 2); Q8 and Q10 in our question set have sentence
choices, and the others have noun phrase choices. We
calculate the micro-averaged adoption rate for these
groups, obtaining 0.61 for noun phrase choices and
0.32 for sentence choices. As our data size is small,
we can not draw a decisive conclusion; the difference
suggests that noun-phrase candidates tend to be more
adopted than sentence candidates.

Concerning the difference in question sets, QS1
and QS2, the average adoption rates are 0.72 for QS1
and 0.38 for QS2. Removing the outliers Q1 and Q7
reduces the difference, but they are still 0.64 (QS1)
and 0.44 (QS2). We suspect the high adoption rate for
QS1 comes from the mixture of question classes; QS1
consists of two class I, two class III and one class V.
We need to collect more data regarding different char-
acteristics to draw a decisive conclusion. A practical
approach would be developing a usable tool in real
settings that provides question writers with distrac-
tor candidates and then collecting question instances
through its actual operation.

Difference in Question Writers

There is also a large variation in the adoption rate
among the question writers, from 0.13 to 1.00 (the
bottom half of Table 5). As with the questions, we
investigate the characteristics of the question writ-
ers who likely adopt the LLM-generated distractors.
An obvious feature is their degree of experience, i.e.
novices vs veterans. We calculate the micro-averaged
adoption rate for four novices and four veterans to ob-
tain 0.70 for novices and 0.48 for veterans. The vet-
erans tend to adopt less LLM-generated distractors.
Less experienced question writers may be less confi-
dent in their own decisions and, therefore, more sus-
ceptible to the LLM suggestion. We then investigate
the effect of the question sets in each group. In the
novice group, the adoption rate is 1.0 for QS1 and
0.40 for QS2. In contrast, they are 0.53 and 0.43 in
the veteran group. Again, the novices are more af-
fected by the difference in question sets.

4.2 RQ2: Efficiency

Table 8 shows the macro-averaged response values of
the questionnaire per question (upper half) and per
question writer (bottom half). The “Time” column in-
dicates completion time in minutes, and the columns
“Workload” to “Disturb” are points on the five-point
Likert scale, with one being “disagree” and five be-
ing “agree”. The “Valid” column shows the number
of distractors that were not adopted but considered

valid. The numbers in parentheses denote the stan-
dard deviation. Responses to q3 to q6 are available
only for Group A, as Group C was not provided the
LLM-generated distractors.

Comparing the bottom two lines in the upper half
of the table, providing distractor candidates reduces
the average time to complete a question by a third, i.e.
21 to 7 minutes. Although the differences are slight,
Group A’s average workload values are smaller than
Group C’s, i.e. 2.2 vs 2.6. The average values of
q3 and q4 exceed 3.0, meaning that the writers con-
sider the LLM-generated distractors helpful for ques-
tion writing and thinking of distractors. The aver-
age disturbance value of 2.0 suggests that the LLM-
generated distractors do not disturb the writer’s free
thinking.

Difference in Question Sets

The upper half of Table 8 shows that, on average,
Group A takes only a third of the time of Group C to
complete a question. However, when we look at the
differences for individual questions in the upper half
of the table, Group A takes a longer or comparable
time to complete questions in QS1 than Group C. The
average time for QS1 is 5.9 for Group A and 4.8 for
Group C, while that for QS2 is 8.0 and 37.3, respec-
tively. The time reduction mainly comes from QS2.
As in the analysis of effectiveness, the differences in
the composition of question classes can be a reason.
This tendency reversed for the workload score (q2).
The average workload score for QS1 is 2.0 for Group
A and 2.5 for Group C, while that for QS2 is 2.5 and
2.6, respectively. The difference between Groups A
and C is more significant for QS1.

Differences in Experience

We calculated the average time for novices and vet-
erans from the bottom half of Table 8, regardless of
the group, to find that the novices took almost twice
as much time (15.9) as the veterans (8.5). Further-
more, in the novice group, the Group C writers took
4.4 times as much time (25.9) as the Group A writ-
ers (5.9), whereas there is little difference between
Group A (8.1) and C (9.1) in the veteran group. These
differences suggest that concerning the question com-
pletion time, the LLM-generated distractor candidates
impact more on less experienced question writers.

We did the same analysis on the workload scores
(q2). The average workload scores for the novice and
veteran groups are 2.4 and 2.3, respectively. The dif-
ference is smaller than that of the completion time.
However, we have a different view on the availability
of the LLM-generated candidates. The average scores
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Table 9: Correlation between questionnaire responses and
adoption rate.

q1 q2 q3 q4 q5

ρ −0.47 −0.41 0.67 0.59 −0.25

in the novice group are 2.0 for Group A and 2.9 for
Group C, whereas in the veteran group, they are 2.5
and 2.1, showing less difference. The LLM-generated
distractor candidates again impact more on less expe-
rienced question writers.

Questionnaire Response and Adoption Rate

We investigate the relationship between the adoption
rate and the responses to the questionnaire. Using
each question writer and each question as a single
data point, the correlation between the responses to
the questionnaire question and the adoption rate is
calculated. Table 9 shows the Pearson correlation co-
efficients between the adoption rate and responses to
q1 to q5 of the questionnaire. We observe weak or
mild correlations between the adoption rate and ques-
tion writers’ subjective responses except for q5.

5 CONCLUSION

This paper evaluated the effectiveness and efficiency
of LLM-generated distractors for question writing of
the National Nursing Examination. To this end, we set
two research questions: “RQ1: Do question writers
adopt LLM-generated distractor candidates in ques-
tion writing? (effectiveness)” and “RQ2: Does pro-
viding LLM-generated distractor candidates reduce
the time for writing questions? (efficiency)”. We con-
ducted the experiment where 15 experts completed
questions by filling three distractors, given a stem and
a key for each question. Half of the experts were pro-
vided LLM-generated distractor candidates, and the
other half were not. Half of them have more than or
equal to five years of experience in writing the Na-
tional Nursing Examination questions, and the rest
have experience of less than five years. The results
provided us with affirmative answers to both RQs,
which aligns with the past research in a different do-
main, e.g. (Shin and Lee 2023). We also found that
less experienced question writers are more suscep-
tible to LLM-generated distractors. This experience
bias raises a new research issue of the need for strict
guidelines in the usage of LLM-generated distractors.

The present experiment has several limitations.
First, the number of questions and question writers
is limited. In the National Nursing Examination,
we need 50 questions for the essential part. More

than that number of questions must be created in the
preparatin phase. Ten questions in our experiments
are far fewer than those in the real examination. They
do not cover all subjects introduced in section 2 ei-
ther. In addition, we would like to have more question
writers participating in the experiment. The present
number of participants is not enough to draw a de-
cisive conclusion in some aspects. However, as we
noted in the introduction section, it is difficult to re-
cruit many experts in our domain only for research
purposes. One direction would be realising a LLM-
based question writing support system and collecting
data from the real question writing process.

Secondly, we focused on the essential questions in
the National Nursing Examination in this work. How-
ever, the National Nursing Examination consists of
three types of questions: essential, general and situ-
ational. The choices of the latter two types of ques-
tions could be more complicated. Therefore, further
refinement of prompts for LLMs would be necessary.
We plan to extend our target to the latter two in the
succeeding project.

Finally, the present evaluation remains subjective
from the viewpoint of question writers. Consider-
ing that the objective of the examination is assessing
the test takers’ knowledge, it is necessary to evalu-
ate whether questions generated with the assistance
of LLM work in knowledge assessment. We plan to
administer a large-scale mockup examination that in-
cludes both LLM-assisted and human-made questions
and conduct comparable analyses.
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