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Abstract: Neuro-Symbolic (NeSy) techniques in Natural Language Processing (NLP) combine the strengths of neural
network-based learning with the clear interpretability of symbolic methods. This review paper explores recent
advancements in neurosymbolic NLP methods. We carefully highlight the benefits and drawbacks of differ-
ent approaches in various NLP tasks. Additionally, we support our evaluations with explanations based on
theory and real-world evidence. Based on our review, we suggest several potential research directions. Our
study contributes in three main ways: (1) We present a detailed, complete taxonomy for the Neuro-Symbolic
methods in the NLP field; (2) We provide theoretical insights and comparative analysis of the Neuro-Symbolic
methods; (3) We propose future research directions to explore.

1 INTRODUCTION

The recent proliferation of deep learning models in
the field of Natural Language Processing (NLP) has
resulted in notable advancements, particularly in their
performance on benchmark tasks. However, these
models are not without limitations (Xu and McAuley,
2023). In particular, they often face tasks that require
intricate reasoning or the fusion of diverse fragments
of knowledge (Rajani et al., 2020). Further compli-
cating matters is their propensity for data inefficiency
and issues pertaining to model generalizability. This
is largely attributed to their inherently opaque nature
and the absence of a well-defined, structured under-
standing of the input data they process. In the field
of natural language processing (NLP), black box and
heuristic methods such as LSTM-DQN (Narasimhan
et al., 2015), LSTM-DRQN (Yuan et al., 2018),
and CREST (Chaudhury et al., 2020) were used for
text-based policy learning. However, these methods
showed unsatisfactory results and overfitted the train-
ing data. Similarly, the BLINK (Wu et al., 2019)
method for short-text and long-text Entity Linking
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also demonstrated poor performance. To mitigate
these issues, the idea of incorporating neuro-symbolic
methods in NLP has been proposed. This process in-
volves enhancing a database with new knowledge par-
ticles. Early work by (Chaudhury et al., 2021a) has
explored using the neuro-symbolic approach to solve
text based policy learning. Then, (Jiang et al., 2021a)
proposed a neuro-symbolic model for solving entity
linking which seems to increase the F1 score by more
than 4% over previous state-of-the-art methods on a
bechmark dataset. Therefore, more neurosymbolic
works have been previously proposed (Gupta et al.,
2021; Kimura et al., 2021b; Pacheco et al., 2022b;
Zhu et al., 2022; Langone et al., 2020), showing ap-
prealing performance in the benchmark dataset.
Present Work. This manuscript provides a com-
prehensive overview of recent advancements in neu-
rosymbolic methods applied to NLP.

• Comprehensive Review With New Tax-
onomies: We provide a thorough review of the
neuro-symbolic methods used in NLP, accompa-
nied by new taxonomies. We review the research
with different NeSy tasks with a comprehensive
comparison and summary.

• Theoretical Insights: We analyze NeSy methods
theoretically, discussing their advantages, disad-
vantages, and unresolved challenges for future re-
search.
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• Wide Coverage on Emerging Advances and
Outlook on Future Directions: We examine
emerging trends in NeSy methods, including
novel models that integrate neural and symbolic
approaches. We offer insights into future research
directions and areas for improvement.

Related Work. As this field is still in its early stages,
there is currently a scarcity of surveys available. Pre-
vious work by (Hamilton et al., 2022) acknowledges
the significance of reasoning in NeSy, it does not ex-
tensively explore the range of reasoning techniques or
the challenges associated with their implementation.
In contrast, our paper conducts a comprehensive lit-
erature review on NeSy methods in natural language
processing, providing a systematic understanding of
methodologies, comparing different approaches, and
offering insights to inspire new ideas in the field.

2 PRELIMINARY ON
NEUROSYMBOLIC METHODS

2.1 Neurosymbolic Tasks in NLP Field

Neurosymbolic methods aim to harmonize the learn-
ing capabilities of neural networks from data and
the reasoning abilities of symbolic systems based
on predefined logic. This combination enhances
several tasks such as Natural Language Inference
(NLI) (Feng et al., 2022a), Linguistic Frameworks
(Prange et al., 2022), Sentiment Analysis (Cambria
et al., 2022), Question Answering (Gupta et al.,
2021; Ma et al., 2019), Entity Learning (Chaudhury
et al., 2021a), and Sentence Classification (Sen et al.,
2020a).
Natural Language Inference. Given “Bob is a doc-
tor” and “Bob has a medical degree”, a NeSy model
would infer that the latter statement is likely true, us-
ing neural networks to understand semantics and sym-
bolic logic to make the inference (Feng et al., 2022a).
Linguistic Frameworks. For a sentence like “The
ball was thrown by the boy”, neurosymbolic meth-
ods use neural networks to process word meanings
and a symbolic system to parse grammatical structure
(Prange et al., 2022).
Sentiment Analysis. In a sentence such as “I ab-
solutely loved the thrilling plot of the movie!”, neu-
rosymbolic methods would use neural networks to de-
tect positive sentiment and symbolic systems to pro-
vide rules-based explanations (e.g., the word “loved”
indicates positive sentiment).
Question Answering. If asked, “Where are the inter-
net and 4G services available?”, the task is to extract

the relevant answers from the text under concern. The
answer is “global world” and incorporate the knowl-
edge with Neural Network (Gupta et al., 2021; Ma
et al., 2019).
Entity Linking. From the sentence “Turing was a pi-
oneer in computer science”, neurosymbolic methods
use neural networks to identify “Turing” as an entity
and symbolic systems to categorize him under “com-
puter science” (Chaudhury et al., 2021a).
Sentence Classification. Sentence Classification
focuses on categorizing sentences into predefined
classes. Neurosymbolic methods employ neural net-
works to capture sentence representations and sym-
bolic systems to assign them to appropriate classes
based on predefined rules or logic (Sen et al., 2020a).
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Figure 1: Taxonomy of Neuro-Symbolic Methods in Natural
Language Processing.

2.2 Neural Networks in Neurosymbolic
Systems

In the field of Natural Language Processing (NLP),
neurosymbolic systems combine the advantages of
neural networks and symbolic reasoning. While neu-
ral networks excel in learning from data and han-
dling noise, symbolic systems bring interpretability
and rule-based reasoning. A variety of neural network
techniques, including Logical Neural Networks, Neu-
ral Natural Logic, reinforcement learning, unsuper-
vised learning, and Neurosymbolic Generative Mod-
els, have been effectively applied to facilitate learning
in these systems. Besides, Logical Neural Networks
(LNNs) combine symbolic logic rules with neural
network architectures, forming systems that can be
trained using standard deep learning methods while
adhering to logical constraints. For example, when
classifying a mammal based on “has hair” (A) and
“gives live birth” (B), an LNN embeds the rules “If
A, then mammal” and “If B, then mammal”, predict-
ing “mammal” if either is true. Network layers mir-
ror these rules, with the final output being their log-
ical (Jiang et al., 2021b; Riegel et al., 2020; Chaud-
hury et al., 2021a). In addition, Neural Natural Logic
integrates neural networks and symbolic logic, trans-
forming logical expressions into vector spaces while
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retaining logical relationships, thus allowing neural
networks to manipulate vector-encoded logic expres-
sions. For example, logical expression “A and B”
is represented as vectors a and b. A neural net-
work learns the “and” operation as function f (·),
wherein f (a,b) resembles the vector representation
of “A and B”. This permits logical reasoning within
vector space, harnessing both symbolic logic’s power
and neural networks’ flexibility (Feng et al., 2022b).
On the other hand, Reinforcement learning (RL) en-
tails an agent learning decision-making through en-
vironment interaction and feedback via rewards or
penalties. This can be represented as a Markov de-
cision process (MDP), with components: states (S),
actions (A), state transition probability (P), reward
function (R), and discount factor (Y). In an NLP con-
text, states may represent stages of text generation,
actions can be word choices, and rewards assess sen-
tence fluency and coherence. For example, an RL-
based sentence generator is rewarded for grammati-
cally correct sentences, penalized for ungrammatical
ones (Wang et al., 2022; Gupta et al., 2021; Kimura
et al., 2021b). As for, unsupervised neurosymbolic
representation learning merges unsupervised learn-
ing, symbolic reasoning, and neural networks. This
approach uses domain-specific languages (DSLs) for
knowledge representation, which when paired with
neural computations, results in clear, well-separated
data representations. Examples of this can be seen in
Variational Autoencoders (VAEs), which effortlessly
combine symbolic programming with deep learning
(Zhan et al., 2021). In neurosymbolic generative
models infuse high-level structure into the creation
of sequence data such as text or music. This ap-
proach satisfies relational constraints between exam-
ple subcomponents, enhancing both high-level and
low-level coherence in generated data. This sophisti-
cated method improves the quality of generated data,
particularly in low-data environments, by integrat-
ing symbolic reasoning into deep generative models
(Young et al., 2022).

2.3 Advantages of Neurosymbolic
Approaches

Neurosymbolic approaches offer several advantages
in addressing the limitations of individual ap-
proaches. Using the complementary strengths of
both paradigms, neurosymbolic approaches aim to
enhance natural language processing tasks. This sec-
tion discusses the key advantages of neurosymbolic
approaches in NLP. Neurosymbolic approaches aug-
ment NLP’s reasoning capabilities by integrating neu-
ral networks’ expertise in identifying intricate pat-

terns and learning from large datasets with symbolic
reasoning’s explicit logical inference. This combi-
nation allows neurosymbolic models to unite statis-
tical learning with logical reasoning, fostering a more
structured, nuanced understanding of language (Feng
et al., 2022a). Besides, neurosymbolic approaches en-
hance interpretability and explainability over solely
neural network models. They offer a clear frame-
work through symbolic reasoning, illuminating the
decision-making process, and the explicit representa-
tion of knowledge permits identification of reasoning
steps and prediction justifications. This clarity is vi-
tal in domains that require explanation, such as law,
medicine, and critical decision making (Sen et al.,
2020a; Verga et al., 2021). For the handling data
scarcity, NNNs typically need vastly labeled data for
superior performance, a challenging requirement in
many NLP tasks due to the effort and cost of obtaining
annotated data (Zhao et al., 2020). Neurosymbolic
approaches address this by using symbolic reason-
ing to transfer knowledge across tasks and domains
(Deng et al., 2021). This method, through the in-
clusion of prior knowledge and explicit rules, coun-
ters data scarcity and enhances performance even with
sparse labeled data. Additionally, Neurosymbolic ap-
proaches offer adaptability and flexibility. While neu-
ral networks are adept at learning from varied, un-
structured data, symbolic reasoning provides a struc-
ture for integrating domain-specific rules (?). Thus,
neurosymbolic models can adapt to different task re-
quirements and include contextual data, all within the
bounds of logical constraints.

3 TAXONOMY OF
NEUROSYMBOLIC METHODS
IN NLP

In this paper, our focus is on examining five com-
monly employed paradigms in the field of neurosym-
bolic natural language processing (NLP). First-order
Logic, Knowledge Representation and Ontologies 2,
Primitive Sets, Rule-Based Reasoning, and Natural
Logic. These paradigms have demonstrated remark-
able effectiveness in various prominent Neurosym-
bolic tasks. In the subsequent sections, we provide
detailed explanations of each paradigm, as presented
in Figure 1.

3.1 First-Order Logic

First-order logic (FOL) serves as a structured formal
language that allows for the articulation of relation-
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ships and assertions concerning various entities. It is
constituted by a variety of logical symbols, includ-
ing predicates, variables, quantifiers, and connectives
(Kimura et al., 2021a). FOL has become a valuable
asset for precisely encapsulating knowledge in NLP
tasks (Wang et al., 2020). An instance of this can
be seen in the representation of the statement, “All
cats are mammals,” which translates to ∀x Cat(x) →
Mammal(x) in FOL. Here, ∀ is the universal quan-
tifier, Cat(x) stands for “x is a cat”, and Mammal(x)
signifies ”x is a mammal” (Lu et al., 2022). FOL finds
utility in the modeling of diverse linguistic phenom-
ena, such as logical inference, semantic relationships,
and knowledge representation. (Chaudhury et al.,
2021b) presented a symbolic rule learning framework
for text-based RL. They employed an MLP with sym-
bolic inputs and a Logical Neural Network (LNN) - a
symbolic reasoning-based approach - to learn lifted
rules from first-order symbolic abstractions of tex-
tual observations. Their results displayed superior
generalization to unseen games compared to prior
text-based RL methods. Following a similar neuro-
symbolic approach, (Jiang et al., 2021b) introduced
LNN-EL, an innovation that blends interpretable rules
based on FOL with the high performance of neu-
ral learning for short text entity linking. On an-
other front, (Kimura et al., 2021b) proposed a tech-
nique that involved converting text into FOL and sub-
sequently training the action policy in LNN. Lastly,
(Gupta et al., 2021) incorporated the domain knowl-
edge, expressed as FOL predicates, into a deep neural
network model named Bidirectional Attention Flow
(BiDAF). Equally noteworthy, (Sen et al., 2020b) un-
veiled a neural network architecture specifically de-
signed to learn transparent models for sentence clas-
sification. In this ingenious approach, the models are
presented as rules articulated in first-order logic, a
variant characterized by well-defined semantics that
are readily comprehensible to humans. This approach
carries the key advantage of the inherent interpretabil-
ity of its models, akin to the FOL-based techniques
introduced by (Jiang et al., 2021b) and (Kimura et al.,
2021b) Each of these works demonstrates the diverse
and significant applications of FOL in advancing NLP
tasks.

3.2 Knowledge Representation and
Ontologies

Symbolic reasoning in NLP often involves the use of
knowledge representation formalisms and ontologies.
Knowledge representation allows for the explicit rep-
resentation of knowledge in a structured manner (Mi-
tra et al., 2020). Ontologies provide a formal rep-

resentation of concepts, relationships, and properties
within a specific domain. Common knowledge repre-
sentation languages in NLP include RDF (Resource
Description Framework) and OWL (Web Ontology
Language) (Cuzzocrea, 2006). These formalisms fa-
cilitate reasoning tasks by defining rules, axioms, and
relations between concepts.

Monster

Dragon Werewolf Vampire Ghost

Ontology

Figure 2: The diagram demonstrates a hierarchical knowl-
edge representation using ontologies, with ‘Monster’ as
the superclass and ‘Dragon’, ‘Werewolf’, ‘Vampire’, and
‘Ghost’ as subclasses, showcasing the hierarchical structure
of knowledge.

3.3 Primitive Sets

In neurosymbolic reasoning, primitive sets are the
fundamental operations or predicates from which
complex expressions can be constructed. In a sym-
bolic system used for NLP tasks, primitives might in-
clude operations for string manipulation, such as con-
catenation, or predicates to verify certain properties
of words or phrases (Cambria et al., 2022). For ex-
ample, the predicate is noun(x) might be a primitive
that checks whether x is a noun. This can be used
to construct more complex expressions, such as ‘is
noun(x) AND is verb(y)’, which checks whether x is

a noun and y is a verb. These primitives could be used
in various NLP tasks like semantic parsing or ques-
tion answering, where the model needs to understand
and manipulate linguistic structures. For instance, in
a question-answering task, the system might utilize
primitives such as find entity (x), locate in text (x), or
extract answer (x, y), where x and y‘ represent text or
entities in the text. By combining these primitives, the
system could parse a question, locate relevant parts of
the text, and extract an answer.

3.4 Rule-Based Reasoning

Rule-based systems are designed to generate conclu-
sions or make decisions based on a pre-defined set
of rules. Rule-based reasoning systems are charac-
terized by their interpretability and transparency, as
the reasoning process follows explicit rules that can
be easily understood and audited by humans. For in-
stance, in the study conducted by (Wang et al., 2023),
they implemented rule-based symbolic modules for
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various tasks. Within their arithmetic module, they
successfully executed operations such as multiplica-
tion where inputting “mul 3 6” produced the result
“18”, showcasing rule-based reasoning in solving nu-
merical tasks. Similarly, in the sphere of naviga-
tion, their module guided an agent’s movement by
generating the next step towards a desired destina-
tion. When given the instruction “next step to liv-
ing room”, the module returned “The next location
to move to is: hallway”. This practical application of
rule-based spatial reasoning demonstrates the versa-
tile capabilities of such systems. Similarly, (Pacheco
et al., 2022a) utilized a rule-based reasoning approach
in their DRaiL framework. By defining entities, pred-
icates, and probabilistic rules, they were able to model
intricate inter-dependencies among various decisions.
These rules, along with a set of constraints, formed
the basis of their reasoning process. The integration
of these components allowed them to generate com-
plex predictions for given problems, providing a prac-
tical demonstration of the effectiveness of rule-based
reasoning in natural language understanding tasks.
(Zhu et al., 2022) adopted a neuro-symbolic (NS) rea-
soning approach, a subtype of rule-based reasoning,
in their work on vision-language tasks. The query se-
mantics was represented as a functional program, es-
sentially a set of rules derived from the query, which
was then executed on the structured representation of
the image set to predict an answer. This method show-
cases how rule-based reasoning can be efficiently im-
plemented even in complex, multimodal domains.
(Zhan et al., 2021) employed a rule-based reasoning
method in their unsupervised learning framework, us-
ing rules to model the relationships and interactions
between objects in a scene.

3.5 Comparison and Discussion

The exploration of neurosymbolic methods in Natu-
ral Language Processing (NLP) represents a vibrant
area of research, which over the years has unfolded
a range of methodological paradigms, namely, First-
order Logic, Knowledge Representation and Ontolo-
gies, Primitive Sets, Rule Based Reasoning, and Nat-
ural Logic. The core intention underpinning these
paradigms converges towards leveraging the strengths
of both neural and symbolic perspectives for en-
hanced language understanding. Yet, they differ in
their theoretical underpinnings and practical applica-
tions, each contributing unique strengths and perspec-
tives. In Table 1, we present a comprehensive evalua-
tion of the mentioned paradigms, employing a rating-
based approach that encompasses a range of evalua-
tion criteria. For Semantic Understanding, First-order

Logic and Natural Logic excel in comprehending and
manipulating logical structures in languages, enhanc-
ing semantic understanding. In contrast, paradigms
like Primitive Sets and Rule Based Reasoning rely
on predefined rules or primitives, and their seman-
tic understanding depends on the effectiveness and
comprehensiveness of these linguistic encapsulations.
Regarding scalability, Knowledge Representation and
Ontologies offer a distinct advantage. By employing
standardized representation languages like RDF and
OWL, these paradigms can cater to large-scale, com-
plex knowledge structures, which is crucial in dealing
with extensive or complex language corpora.

4 THEORETICAL INSIGHTS

This section sheds light on the theoretical consider-
ations involved in the application and integration of
neuro-symbolic methods in NLP. The core idea be-
hind these methods is to blend the symbolic reason-
ing capabilities with the learning power of neural net-
works (Yang et al., 2021). This integration could
be treated as a unified system Ψ that takes an in-
put sequence x and produces an output sequence y
as Ψ(x) = y. For the optimization perspective, the
cost function L in neuro-symbolic methods could be
a combination of the loss in the symbolic reasoning
component Lsym and the loss in the neural learning
component Lnn, formulated as: L(Θ) =αLsym+βLnn.
Here α and β are weights reflecting the significance
of each component in a specific task, and Θ repre-
sents the model parameters. This raises a key question
about how to balance between symbolic reasoning
and neural learning, as it largely impacts the model
performance. Usually, a neuro-symbolic method will
try to learn the best reasoning strategy or symbolic
representation by minimizing Lsym and enhance the
learning capabilities by minimizing Lnn. However,
it’s critical to note that an overemphasis on symbolic
reasoning could lead to a model lacking generaliza-
tion capabilities, while overfitting on neural learning
might cause the model to lose its interpretability and
explicit reasoning capability. On the inference side,
the outputs from neuro-symbolic methods generally
involve both symbolic and neural components. The
symbolic part typically includes interpretable rules,
logical forms, or other symbolic structures, while the
neural component provides the probabilities or con-
fidences over those structures. The ultimate decision
would be the one that maximizes the combined confi-
dence score.
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Table 1: Comparison of neurosymbolic methods from different evaluation scopes. “SU” indicates semantic understanding,
“SC” indicates scalability, “VE” indicates versatility, and “IN” indicates interpretability. We divide the degree into three
grades: L (low), M (middle), and H (high), and the ^ indicates that the higher grade performance is better while the _ is the
opposite.

Taxonomy Strategy Representative Model Evaluation Score
SU↑ SC↑ VE↑ IN↑

First-order (§ 3.1) Policy Learning SLATE (Chaudhury et al., 2021b) H M M H
Question Answering Augmented BiDAF (Gupta et al., 2021) H M M H
Entity Linking LNN-EL (Jiang et al., 2021b) H M M H
Sentence Classification RuleNN (Sen et al., 2020b) H M M H

KR and Ontologies (§ 3.2) Question Answering DeepEKR PFT on QuaRTz (Mitra et al., 2020) H L H H
Primitive Sets (§ 3.3) Sentiment Analysis SenticNet7 (Cambria et al., 2022) M H M M
RB Reasoning (§ 3.4) Linguistic Framework Drail (Pacheco et al., 2022b) H L M H
Natural Logic (§ 3.5) Natural Language Inference Masked Attention (Feng et al., 2022b) H L M H

5 FUTURE DIRECTIONS

While numerous technical strategies have been sug-
gested for Neuro-Symbolic methods as outlined in our
survey, several prospective avenues still persist. The
creation of reliable and efficient inference strategies
presents a significant area for further research. Cur-
rent techniques such as greedy search (Ma and Hovy,
2015), beam search (Hale et al., 2018), or guided de-
coding (Chatterjee et al., 2017) have both benefits
and drawbacks. Future work should aim to devise
strategies that secure top-tier outputs while balanc-
ing computational cost. One potential solution could
be the development of adaptive multi-modal infer-
ence strategies (Bhargava, 2020). These would intel-
ligently switch or combine different strategies based
on the nature of the problem and the data at hand. By
dynamically choosing or merging the most suitable
techniques, this approach could offer the best of all
worlds, optimizing output quality and computational
efficiency. Neurosymbolic methods excel in various
NLP tasks but have potential to expand into areas
like Machine Translation (Brants et al., 2007), Text
Summarization (Liu and Lapata, 2019), and Dialogue
Systems (Wen et al., 2015). This could involve cre-
ating a Neuro-Symbolic Multitask Learning Frame-
work (NSMLF) with a core neural network model
sharing lower-level representations across tasks and
an upper symbolic reasoning layer for task-specific
modeling. For instance, shared neural components
could learn language patterns from a broad text cor-
pus, while symbolic rules at upper levels provide task-
specific precision and interpretability. The NSMLF’s
design provides task-agnostic flexibility.

6 CONCLUSIONS AND FUTURE
WORK

Our paper provides a comprehensive overview of
Neurosymbolic NLP and highlights its potential to
revolutionize the field. By combining neural net-
works and symbolic reasoning techniques, neurosym-
bolic methods offer a unified approach that addresses
the limitations of individual paradigms. This inte-
gration allows for enhanced semantic understanding,
interpretability and scalability in NLP tasks. More-
over, our proposed research directions shed light on
the future of this field, offering exciting opportunities
for further advancements. As the field of NLP con-
tinues to evolve, neurosymbolic methods hold great
promise for the development of more advanced and
interpretable language models, including emerging
machine learning applications (e.g., (Howlader et al.,
2018; Camara et al., 2018; Leung et al., 2019)).
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