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Abstract: Efficient resource allocation in programmable datacenters is a critical challenge due to the diverse and dynamic
nature of workloads in cloud-native environments. Traditional methods often fall short in addressing the com-
plexities of modern datacenters, such as inter-service dependencies, latency constraints, and optimal resource
utilization. This paper introduces the Dynamic Intelligent Resource Allocation with Large Language Mod-
els and Digital Twins (DIRA-LDT) framework, a cutting-edge solution that combines real-time monitoring
capabilities of Digital Twins with the predictive and reasoning strengths of Large Language Models (LLMs).
DIRA-LDT systematically optimizes resource management by achieving high allocation accuracy, minimiz-
ing communication latency, and maximizing bandwidth utilization. By leveraging detailed real-time insights
and intelligent decision-making, the framework ensures balanced resource distribution across the datacenter
while meeting stringent performance requirements. Among the key results, DIRA-LDT achieves an allocation
accuracy of 98.5%, an average latency reduction to 5.3 ms, and a bandwidth utilization of 82.4%, significantly
outperforming heuristic-based, statistical, machine learning, and reinforcement learning approaches.

1 INTRODUCTION

The rapid proliferation of cloud-native applica-
tions (Hongyu and Anming, 2023), driven by the
widespread adoption of microservices and container-
ized workloads, has transformed the landscape of
modern data center infrastructures. These environ-
ments offer unparalleled advantages like scalability,
modularity, and fault tolerance. Cloud-native appli-
cations leverage distributed architectures that allow
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dynamic scaling of services based on demand, en-
suring cost efficiency and resilience. Furthermore,
container orchestration platforms, such as Kubernetes
(Nguyen and Kim, 2022), facilitate automated de-
ployment, scaling, and management of microservices,
thereby reducing operational overhead and enabling
faster application development cycles.

Despite their numerous advantages, cloud-native
environments present significant challenges. The dis-
tributed nature of microservices increases the com-
plexity of managing resources efficiently, particularly
in heterogeneous data center infrastructures. Latency-
sensitive applications, for instance, require precise
coordination of resources to minimize delays, while
workloads with fluctuating demands necessitate real-
time resource allocation. Additionally, the inherent
abstraction of cloud-native platforms often limits vis-
ibility into the underlying infrastructure, making it
challenging to diagnose performance bottlenecks or
predict failures. These limitations highlight the need

Garcia, P. H. S., Oribes, E. S., Lopes Junior, I. M., Marques de Souza, B., Crestani, A. N. V., Lorenzon, A. F., Luizelli, M. C., Severo de Souza, P. S. and Rossi, F. D.
LLM-Based Adaptive Digital Twin Allocation for Microservice Workloads.
DOI: 10.5220/0013427300003950
Paper published under CC license (CC BY-NC-ND 4.0)
In Proceedings of the 15th International Conference on Cloud Computing and Services Science (CLOSER 2025), pages 61-71
ISBN: 978-989-758-747-4; ISSN: 2184-5042
Proceedings Copyright © 2025 by SCITEPRESS – Science and Technology Publications, Lda.

61



for advanced tools to provide actionable insights and
optimize resource management in real-time (Deng
et al., 2024).

Digital Twins (DTs) (Li et al., 2021) have emerged
as a promising solution to address these challenges.
By creating virtual replicas of physical resources,
DTs enable continuous monitoring, simulation, and
optimization of networked systems. Several attempts
to integrate DTs into cloud-native environments have
demonstrated their potential to improve resource uti-
lization and predict system behavior under different
scenarios. However, many existing approaches rely
on static rules or basic heuristics, which fail to adapt
to the dynamic nature of cloud-native applications.
These methods often lack the sophistication required
to handle complex dependencies between microser-
vices or to optimize performance across diverse work-
loads.

In recent years, there have been attempts to en-
hance resource allocation using machine learning
models and rule-based algorithms (Buchaca et al.,
2020) (Spyrou et al., 2024) (Morichetta et al., 2023).
While these solutions offer some adaptability, they of-
ten struggle to scale effectively or incorporate real-
time feedback from the infrastructure. Addition-
ally, traditional approaches typically focus on iso-
lated metrics, such as CPU or memory usage, without
considering the interplay between latency, bandwidth,
and workload requirements. As a result, they fail to
achieve optimal performance in dynamic, heteroge-
neous environments.

In order to overcome these limitations, this pa-
per introduces a novel approach that leverages Large
Language Models (LLMs) (Mohammad et al., 2023),
such as Llama3, to dynamically allocate Digital
Twins in programmable data center environments.
Our solution integrates real-time metrics into an
LLM-based framework, including latency, bandwidth
utilization, and workload dependencies. The LLM
can make informed allocation decisions that balance
resource utilization, minimize latency, and maximize
system performance by processing these complex
datasets. This approach addresses the limitations of
previous methods and establishes a foundation for
adaptive resource management in cloud-native envi-
ronments.

Through comprehensive evaluation, we demon-
strate our proposed solution’s effectiveness compared
to existing methods. The results highlight significant
improvements in precision, resource utilization, and
decision-making efficiency, validating the potential
of LLM-powered Digital Twin allocation for modern
data center infrastructures. The article is structured as
follows: Section 2 provides a theoretical framework

for the technologies relevant to this research. Section
3 defines the problem addressed in this work. Sec-
tion 4 reviews related works that offer solutions to
this problem, highlighting their limitations and im-
plications. Section 5 presents our proposed solution.
Section 6 discusses the evaluations and results, while
Section 7 concludes with insights and suggestions for
future work.

2 BACKGROUND

Microservices architecture (Bai and Song, 2024) has
become a cornerstone of modern cloud-native appli-
cations, enabling developers to break down mono-
lithic systems into modular, independently deploy-
able components. This paradigm offers several ad-
vantages, including greater agility in development,
improved fault isolation, and the ability to scale in-
dividual components based on specific needs. How-
ever, these advantages come at the cost of increased
complexity in managing the distributed nature of mi-
croservices. As each microservice often runs in its
container and communicates with others over the net-
work, issues such as inter-service latency, dependency
management, and resource contention become critical
challenges.

One major limitation in microservice-based archi-
tectures is the difficulty of efficiently allocating re-
sources in dynamic and heterogeneous environments
(Mishra et al., 2022). Traditional resource allocation
methods often rely on static configurations or basic
heuristics, which struggle to adapt to real-time work-
load variations and infrastructure changes. For exam-
ple, latency-sensitive applications require resources
to be allocated in proximity to minimize delays,
while resource-intensive applications demand suffi-
cient CPU and memory to maintain performance. Ad-
ditionally, microservices often exhibit complex inter-
dependencies, where the performance of one service
impacts others, further complicating allocation deci-
sions (Al-Debagy and Martinek, 2018).

Digital Twins (DTs) provide a transformative so-
lution to address these challenges (Lombardo et al.,
2022). By creating a virtual representation of physical
resources, DTs enable continuous monitoring, simu-
lation, and analysis of systems in real-time. In the
context of data centers, DTs can model the behavior
of servers, network links, and workloads, offering in-
sights into system performance under varying condi-
tions. This capability allows administrators to predict
the impact of allocation decisions, optimize resource
utilization, and proactively address potential bottle-
necks or failures. Moreover, DTs can simulate ”what-
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if” scenarios to evaluate different allocation strategies
before applying them to the physical infrastructure,
reducing the risk of disruptions (Talasila et al., 2023).

Several techniques for resource allocation lever-
aging Digital Twins have been proposed. Rule-based
approaches, for instance, use predefined policies to
allocate resources based on metrics such as CPU us-
age or memory availability. While simple to imple-
ment, these methods often fail to capture the dynamic
and interconnected nature of modern cloud-native en-
vironments (Raghunandan et al., 2023) (Alanezi and
Mishra, 2023). Machine learning models, on the
other hand, offer a more adaptive approach by learn-
ing patterns from historical data and making predic-
tions about future resource demands. However, these
models typically require significant computational re-
sources and may struggle to incorporate real-time
feedback.

Integrating Artificial Intelligence (AI) techniques,
particularly Large Language Models (LLMs), into
resource allocation frameworks has opened new av-
enues for innovation. LLMs, such as Llama3, excel
at processing and reasoning over complex datasets,
making them ideal candidates for decision-making in
dynamic environments (Sharma et al., 2024). Com-
bining the predictive capabilities of LLMs with the
simulation power of Digital Twins makes it possible
to create a highly adaptive and intelligent resource al-
location system. This approach enables the consid-
eration of multiple factors, including latency, band-
width, and workload dependencies, to make optimal
allocation decisions in real time. Furthermore, LLMs
can incorporate contextual information, such as ap-
plication priorities or user-defined constraints, to tai-
lor decisions to specific requirements (Kim and Ben-
Othman, 2023).

In this paper, we explore the integration of LLMs
into a Digital Twin-based resource allocation frame-
work for programmable data centers. By leveraging
real-time metrics and advanced AI techniques, our
proposed solution addresses the limitations of exist-
ing methods and demonstrates significant improve-
ments in resource utilization, decision accuracy, and
system performance.

3 PROBLEM DEFINITION

The problem of resource allocation for microservices
in programmable datacenters can be formally de-
fined as a constrained optimization problem. Let
S = {s1,s2, . . . ,sn} represent the set of servers in the
datacenter, where each server si has a finite capac-
ity for CPU, memory, and network bandwidth. Let

W = {w1,w2, . . . ,wm} represent the set of microser-
vice workloads to be allocated, where each work-
load w j is defined by its resource requirements r j =
(r j,cpu,r j,mem,r j,bw).

The goal is to allocate each workload w j to a
server si to maximize the overall system performance
while respecting resource constraints. The objective
function can be expressed as:

Maximize U(S,W ) =
m

∑
j=1

n

∑
i=1

xi j ·ui j,

where xi j is a binary variable indicating whether
workload w j is allocated to server si (1 if allocated,
0 otherwise), and ui j is the utility gained from the al-
location, which depends on factors such as latency,
bandwidth, and server load.

Each server si must not exceed its available re-
sources:

m

∑
j=1

xi j · r j,cpu ≤Ci,cpu,

m

∑
j=1

xi j · r j,mem ≤Ci,mem,

m

∑
j=1

xi j · r j,bw ≤Ci,bw,

where Ci,cpu,Ci,mem, and Ci,bw represent the CPU,
memory, and bandwidth capacities of server si.

Each workload w j must be assigned to exactly one
server:

n

∑
i=1

xi j = 1, ∀ j ∈ {1,2, . . . ,m}.

Allocation decisions should minimize the inter-
service latency for workloads with dependencies. Let
d jk represent the dependency between workloads w j
and wk. The total latency L can be expressed as:

L =
m

∑
j=1

m

∑
k=1

d jk · li j,ik,

where li j,ik is the latency between servers si and sk
hosting w j and wk, respectively.

The key decision variables in this optimization
problem are:

• xi j: Binary variables indicating the allocation of
workloads to servers.

• ui j: Utility values associated with each allocation.

This problem is NP-hard due to the combinatorial
nature of the allocation and the dependencies between
workloads. Traditional methods, such as heuristics or
static rules, struggle to capture the problem’s dynamic
and interconnected nature. Furthermore, the real-time
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Table 1: Summary of Related Work and Addressed Limitations.

Approach Focus Area Limitations Addressed by Our
Solution

(Van Huynh et al., 2020) Digital twin approach for URLLC
in edge networks

Adaptability to cloud-native mi-
croservice allocation

(Tchernykh et al., 2022) Workload allocation for digital
twins on clouds

Dynamic resource allocation for
microservices

(Peng et al., 2022) AI-driven offloading in smart in-
dustries

Generalization to cloud environ-
ments and microservices

(Li et al., 2024) AI-driven resource allocation in
cloud computing

Integration of digital twins with
LLMs

constraints imposed by cloud-native applications ne-
cessitate efficient and adaptive solutions.

To address these challenges, we leverage the pre-
dictive capabilities of Digital Twins and the reasoning
power of Large Language Models (LLMs). Digital
Twins provide a real-time, virtual representation of
the data center, enabling continuous monitoring and
simulation. LLMs, such as Llama3, process these rich
datasets to make informed allocation decisions that
balance resource utilization, minimize latency, and
maximize system performance.

4 RELATED WORK

In recent years, integrating Digital Twins (DTs) and
advanced resource allocation strategies has garnered
significant attention in the context of cloud-native ap-
plications and programmable data centers. This sec-
tion reviews pertinent literature, highlighting existing
approaches and their limitations, which our proposed
solution aims to address.

(Van Huynh et al., 2020) introduced a digital twin
approach for ultra-reliable and low-latency communi-
cations (URLLC) in edge networks, focusing on op-
timal user association, task offloading, and resource
allocation. While effective in edge scenarios, this
method does not directly address the complexities of
microservice allocation in cloud data centers.

Similarly, (Tchernykh et al., 2022) explored work-
load allocation for digital twins on clouds using low-
cost microservices streaming interaction. Their work
emphasizes cost efficiency but lacks consideration for
dynamic resource allocation challenges inherent in
cloud-native microservices.

(Peng et al., 2022) proposed distributed incen-
tives for intelligent offloading and resource alloca-
tion in digital twin-driven innovative industries. Al-
though their approach leverages AI for resource man-
agement, it is tailored to industrial applications and
does not encompass the specific requirements of mi-
croservice architectures in cloud environments.

(Li et al., 2024) discussed efficient resource al-
location in cloud computing environments using AI-
driven predictive analytics. Their study provides valu-
able insights into AI-based resource management but
does not explicitly focus on digital twin integration or
microservice allocation challenges.

Table 1 provides a summary of the works pre-
sented. Existing solutions often exhibit limitations
such as:

• Lack of Adaptability: Many existing approaches
depend on static rules or predefined heuristics,
making them unsuitable for the highly dynamic
and unpredictable nature of cloud-native mi-
croservices. This lack of flexibility often results in
suboptimal performance under varying workloads
and rapidly changing infrastructure conditions.

• Limited Scope: A significant number of meth-
ods are designed for specific applications, such
as industrial IoT or particular edge computing
scenarios. While effective in narrow domains,
these solutions struggle to generalize across di-
verse cloud-native environments with heteroge-
neous workloads, thereby limiting their broader
applicability in programmable data centers.

• Insufficient Integration: Few solutions adequately
integrate the real-time monitoring capabilities of
digital twins with the advanced reasoning and
predictive capabilities of Large Language Models
(LLMs). This disconnect prevents the synergistic
benefits that could arise from combining real-time
infrastructure insights with intelligent resource al-
location strategies.
To address these significant gaps, we propose a

comprehensive and adaptive digital twin allocation
framework that leverages the power of LLMs for pro-
grammable data centers. This approach introduces the
following key innovations:

• Dynamic Adaptability: By harnessing the rea-
soning capabilities of LLMs, our framework en-
ables real-time adjustments to workload alloca-
tions based on dynamic changes in infrastructure
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states, workload demands, and inter-service de-
pendencies. This ensures that resource manage-
ment remains efficient and responsive under fluc-
tuating conditions.

• Comprehensive Integration: Our solution seam-
lessly combines the physical modeling capabili-
ties of digital twins with the intelligent decision-
making of LLMs. This integration allows for
holistic resource management, where both phys-
ical infrastructure metrics and workload require-
ments are considered in unison, resulting in more
balanced and informed allocation decisions.

• Enhanced Performance: By optimizing resource
utilization, minimizing inter-service communica-
tion latency, and balancing bandwidth demands,
our framework significantly improves overall sys-
tem performance. These improvements not only
enhance application responsiveness but also con-
tribute to reduced operational costs and increased
sustainability in data center operations.

• Scalability and Generalization: Unlike existing
methods, our approach is designed to operate ef-
fectively across a wide range of programmable
data center environments. It generalizes well to
heterogeneous workloads, making it suitable for
multi-tenant cloud-native systems with varying
application requirements.

5 DIRA-LDT

In order to address the challenges of dynamic re-
source allocation in programmable data centers for
cloud-native microservices, we propose the Dynamic
Intelligent Resource Allocation with Large Lan-
guage Models and Digital Twins (DIRA-LDT) frame-
work. DIRA-LDT integrates Digital Twins (DTs)
with Large Language Models (LLMs) to optimize
the allocation of microservices, considering real-time
system states and workload demands.

The DIRA-LDT framework operates in three main
phases: data collection and representation, decision-
making via LLM, and real-time resource allocation.
Below, we detail the core components and algorithms
that govern the framework.

Digital Twins continuously monitors the physical
data center infrastructure, collecting CPU utilization,
memory usage, network latency, and bandwidth met-
rics. Each workload w j is represented by its resource
requirements r j = (r j,cpu,r j,mem,r j,bw) and any de-
pendency relationships with other workloads. The
LLM receives input on the current state of the data
center and workload requirements. It processes these

inputs to generate an allocation decision xi j for each
workload w j, indicating the optimal server si. The
allocation decisions are executed, and Digital Twins
updates the system state to reflect the new resource
distribution.

The interaction between the Digital Twin system,
the LLM, and the resource allocator is central to the
functionality of the DIRA-LDT framework. Digital
Twins are instantiated for each physical resource in
the data center, such as servers, network links, and
storage devices. These twins continuously collect
real-time metrics and simulate the behavior of the
physical systems. For each resource si, the Digital
Twin generates a state vector Si containing informa-
tion such as CPU utilization, memory usage, band-
width availability, and latency metrics. These states
are aggregated into a global state S , the entire data
center.

The global state S and workload descriptions W
are provided as input to the LLM. The LLM processes
these inputs to evaluate candidate resource alloca-
tions. Using its reasoning capabilities, the LLM gen-
erates a set of recommended allocations {xi j}, where
each xi j represents the assignment of workload w j to
server si.

The resource allocator module evaluates the rec-
ommendations provided by the LLM, ensuring that all
constraints (e.g., resource capacities and inter-service
latency) are satisfied. Allocations that meet the re-
quirements are executed in the physical infrastructure,
and the Digital Twins are updated to reflect the new
system state.

The updated state S is fed into the Digital Twin
system, providing continuous monitoring for further
optimization cycles.

5.1 Algorithm Description

To simplify the notation and enhance clarity, Table 2
summarizes the symbols and their definitions used in
the algorithm.

Table 2: Symbol Definitions.

Symbol Definition
S Set of servers in the datacenter
W Set of workloads to be allocated

r j,cpu CPU requirement of workload w j
r j,mem Memory requirement of workload w j
r j,bw Bandwidth requirement of workload w j
Ci,cpu CPU capacity of server si
Ci,mem Memory capacity of server si
Ci,bw Bandwidth capacity of server si

xi j Binary variable indicating if w j is assigned to si
ui j Utility of assigning w j to si
li j Latency between w j and server si
d jk Dependency between workloads w j and wk
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The allocation process in DIRA-LDT is formal-
ized in Algorithm 1. This algorithm begins by ini-
tializing all allocation variables xi j to zero, indicating
that no workloads have been assigned to any server.
The Digital Twin system plays a crucial role in col-
lecting real-time metrics from the data center, includ-
ing CPU, memory, bandwidth usage, latency, and de-
pendency information. These metrics are aggregated
into a global state S , representing the current state of
the entire data center infrastructure.

For each workload w j in the set W , the frame-
work queries the LLM with S and the workload’s re-
source requirements r j. The LLM processes this in-
put to generate a list of candidate servers si, ranking
them based on their suitability for hosting the work-
load. Suitability is determined by evaluating resource
availability and inter-service dependencies d jk, ensur-
ing that each server meets the resource constraints and
can effectively minimize operational bottlenecks.

Once candidate servers are identified, the resource
allocator computes a utility ui j for each feasible allo-
cation. This computation incorporates static metrics,
such as server load and bandwidth availability, and
dynamic metrics, such as inter-service latency. The
workload w j is assigned to the server si that maxi-
mizes ui j, ensuring that the allocation aligns with the
framework’s goals of optimizing resource usage and
minimizing delays.

After a successful allocation, the Digital Twin sys-
tem updates the global state S to reflect the changes in
resource usage, including adjustments to CPU, mem-
ory, and bandwidth availability on the selected server.
This feedback loop ensures that subsequent allocation
decisions are informed by the most current state of the
system.

By continuously integrating real-time data from

Digital Twins and leveraging the LLM’s predictive
capabilities, the DIRA-LDT framework achieves dy-
namic adaptability. This enables it to respond ef-
fectively to workload variability and infrastructure
changes, ensuring optimal performance under diverse
and dynamic conditions.

As shown in the evaluation section, the DIRA-
LDT framework demonstrates significant improve-
ments over existing methods by addressing the inher-
ent challenges of dynamic resource allocation in pro-
grammable data centers. We can cite:

• Dynamic Adaptability: By leveraging the ad-
vanced reasoning and contextual understanding
capabilities of Large Language Models (LLMs),
the framework enables real-time adaptation to
dynamic workloads and ever-changing system
states. This adaptability ensures that resource al-
location decisions remain optimal, even under un-
predictable fluctuations in demand or infrastruc-
ture conditions. LLMs process real-time insights
from Digital Twins, allowing the system to antic-
ipate changes and proactively adjust allocations,
resulting in improved efficiency and responsive-
ness.

• Holistic Optimization: The integration of Digital
Twins within the framework allows for a unified
view of both physical infrastructure and virtual-
ized resources. This comprehensive approach en-
ables precise decision-making by considering fac-
tors such as CPU utilization, memory consump-
tion, bandwidth availability, and inter-service la-
tency. By maintaining a real-time understanding
of the entire data center, the framework achieves
an optimized balance of resource utilization, min-
imizes bottlenecks, and ensures the effective exe-
cution of cloud-native applications.

• Scalability: DIRA-LDT is designed to oper-
ate seamlessly in large-scale data center envi-
ronments, accommodating thousands of servers
and workloads with diverse requirements. The
framework’s architecture is highly modular and
scalable, allowing it to manage complex work-
loads while maintaining performance and sta-
bility. Whether handling small, latency-
sensitive microservices or large-scale computa-
tional tasks, DIRA-LDT ensures consistent per-
formance across varying scales of operation. Its
ability to efficiently allocate resources in multi-
tenant environments demonstrates its robustness
and suitability for modern programmable data
centers.
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6 EVALUATION AND
DISCUSSION

This section comprehensively evaluates the DIRA-
LDT framework in a programmable data center en-
vironment, comparing it against four state-of-the-art
techniques from the literature. The results demon-
strate the superior performance of DIRA-LDT across
multiple metrics. Insights and observations are de-
rived from these evaluations to underline their advan-
tages.

The evaluation scenario consists of a simulated
data center with 50 servers equipped with 64 CPU
cores, 256 GB of memory, and a 1 Gbps network link.
The data center handles 100 microservice workloads
with diverse resource requirements: CPU demands
range from 1 to 16 cores, memory demands from 2
to 32 GB, and bandwidth requirements from 10 to
200 Mbps. Inter-service dependencies are defined for
30% of the workloads, emphasizing the need to min-
imize communication latency. The latency between
servers varies from 1 ms for intra-rack communica-
tion to 20 ms for inter-rack communication, replicat-
ing realistic data center conditions. Additionally, the
workloads are assigned varying deadlines, adding a
layer of complexity to the evaluation as the allocation
strategy must balance efficiency and responsiveness.

We evaluate the performance of DIRA-LDT us-
ing the following metrics: Allocation Accuracy (%),
Average Latency (ms), Bandwidth Utilization (%),
Workload Completion Rate (%), Decision Time (ms),
and Resource Utilization Balance (RUB). These met-
rics are critical for understanding the effectiveness of
resource allocation in terms of precision, efficiency,
and responsiveness. DIRA-LDT is compared against
the following baseline techniques:

• Heuristic-Based Allocation (HBA): This method
uses a rule-based approach, relying on prede-
fined static thresholds to make allocation deci-
sions. These thresholds are typically derived from
empirical data or domain knowledge, allowing
the system to allocate resources based on simple
rules. While this approach is computationally effi-
cient, its static nature makes it unsuitable for han-
dling dynamic and unpredictable workload pat-
terns in modern data centers. As demonstrated
in (Abdullah et al., 2017), heuristic-based meth-
ods often struggle to adapt to varying conditions,
leading to suboptimal resource utilization and in-
creased latency under fluctuating demands.

• Statistical Model (SM): This approach leverages
predictive analytics to forecast resource demands
and optimize allocation decisions. By using statis-
tical techniques and historical data, the model pre-

dicts workload behavior and allocates resources
accordingly. However, statistical models often
lack the ability to capture complex patterns in
highly dynamic environments, limiting their ef-
fectiveness. As highlighted in (Daradkeh and
Agarwal, 2022), while these models provide an
improvement over static heuristics, they still fall
short in scenarios requiring real-time adaptability
and deep contextual understanding.

• Machine Learning (ML): Supervised learning
methods, trained on historical data, have been
increasingly applied to resource allocation prob-
lems. These models learn patterns and correla-
tions from past workloads and use this knowl-
edge to predict future demands and allocate re-
sources. While ML-based methods, such as those
described in (Sun et al., 2021), offer greater flex-
ibility and adaptability compared to statistical
models, their reliance on historical data makes
them susceptible to degradation in performance
when encountering unforeseen workload patterns
or infrastructure changes.

• Deep Reinforcement Learning (DRL): A dynamic
and adaptive allocation strategy that uses rein-
forcement learning to optimize resource man-
agement. By interacting with the environment
and learning from feedback, DRL models con-
tinuously improve their allocation decisions over
time. As explored in (Shabka and Zervas, 2021),
DRL offers significant advantages in handling dy-
namic and heterogeneous workloads. However,
its computational complexity and training over-
head pose challenges, particularly in scenarios re-
quiring rapid decision-making or operating under
strict latency constraints.
Figure 1 presents the allocation accuracy achieved

by each technique. DIRA-LDT outperforms all base-
lines, achieving an accuracy of 98.5%, significantly
higher than HBA (85.0%) and SM (88.3%). This im-
provement is attributed to integrating LLMs and Dig-
ital Twins, which enable DIRA-LDT to holistically
consider resource constraints and inter-service depen-
dencies, resulting in precise allocations. Higher accu-
racy directly translates to fewer rejected workloads,
ensuring optimal use of the available infrastructure.

Regarding average latency, shown in Figure 2,
DIRA-LDT achieves a mean latency of 5.3 ms, the
lowest among all techniques. This is due to its ca-
pability to prioritize latency-sensitive workloads and
allocate them to servers with minimal communication
delays. Baseline techniques such as HBA and SM fail
to adequately account for latency, resulting in higher
values of 12.7 ms and 10.2 ms, respectively. The sig-
nificant reduction in latency achieved by DIRA-LDT
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Figure 1: Comparison of Allocation Accuracy.

ensures that applications with strict performance re-
quirements operate seamlessly.

Figure 2: Comparison of Average Latency.

Bandwidth utilization results are presented in
Figure 3. DIRA-LDT achieves 82.4% utilization,
demonstrating its efficiency in balancing resource
loads across the data center. In contrast, HBA
and SM exhibit lower utilization rates of 70.5% and
75.8%, respectively, indicating suboptimal resource
usage. The combination of LLM-driven decision-
making and Digital Twins allows DIRA-LDT to max-
imize throughput without overloading servers. Effi-
cient bandwidth utilization minimizes network con-
tention, a critical factor in high-density data center
environments.

Figure 3: Comparison of Bandwidth Utilization.

Figure 4 illustrates the workload completion rate,
a critical metric for latency-sensitive and real-time ap-
plications. DIRA-LDT achieves a completion rate
of 96.3%, outperforming DRL (94.0%) and ML
(91.2%). This highlights its effectiveness in meet-
ing application deadlines through precise and adap-
tive allocation. Higher workload completion rates
also reduce the likelihood of SLA violations, which
can have financial and reputational implications for
cloud providers.

Figure 4: Comparison of Workload Completion Rate.

Decision time is an essential consideration for
real-time systems. Figure 5 shows that DIRA-LDT
requires 7.8 ms per allocation, slightly higher than
HBA (3.2 ms) and SM (5.4 ms). However, significant
improvements in other metrics justify the marginal
increase in decision time, demonstrating the trade-
off between computational overhead and allocation
quality. Reduced operational inefficiencies offset the
slight increase in decision time, making DIRA-LDT
a viable option for real-world applications.

Figure 5: Comparison of Decision Time.

Finally, the Resource Utilization Balance (RUB)
metric evaluates how evenly resources are distributed
across the data center. A balanced allocation min-
imizes hotspots, reducing the likelihood of perfor-
mance bottlenecks. DIRA-LDT achieves an RUB of
0.92 (on a scale of 0 to 1), significantly higher than
HBA (0.78) and SM (0.84). This demonstrates its
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ability to avoid resource overcommitment on a sub-
set of servers, ensuring stability and predictability in
multi-tenant environments.

The evaluation highlights several key insights.
First, DIRA-LDT can adapt to dynamic workloads
and infrastructure conditions, achieving superior allo-
cation accuracy and workload completion rates. Sec-
ond, its use of Digital Twins ensures a precise un-
derstanding of resource availability and interdepen-
dencies, leading to lower latency and higher band-
width utilization. Third, while its decision time is
marginally higher than that of more straightforward
methods, the gains in accuracy and efficiency far out-
weigh the computational overhead. Lastly, the bal-
ance in resource utilization achieved by DIRA-LDT
reduces the risk of server overloading, a common is-
sue in traditional methods. Overall, DIRA-LDT rep-
resents a robust, scalable, and adaptive solution for
resource allocation in programmable data centers, set-
ting a new benchmark in performance and operational
efficiency.

7 CONCLUSION

This paper has introduced the DIRA-LDT frame-
work, a novel approach to resource allocation in pro-
grammable data centers that integrates Digital Twins
and Large Language Models. The comprehensive
evaluation of DIRA-LDT demonstrated its superior-
ity over existing techniques in multiple performance
metrics, including allocation accuracy, latency re-
duction, bandwidth utilization, workload completion
rates, and resource utilization balance. By leverag-
ing the unique capabilities of Digital Twins for real-
time monitoring and LLMs for intelligent decision-
making, DIRA-LDT has proven to be an adaptable,
efficient, and scalable solution for managing the com-
plexities of modern cloud-native environments.

The results highlight several significant contribu-
tions of the DIRA-LDT framework. First, it achieves
a high allocation accuracy of 98.5%, far exceeding
heuristic-based and statistical models. This ensures a
more efficient utilization of resources while minimiz-
ing rejected workloads. Second, DIRA-LDT reduces
average latency to 5.3 ms, a critical achievement for
latency-sensitive applications. This improvement is
enabled by the framework’s ability to prioritize inter-
service dependencies during allocation. Third, DIRA-
LDT optimizes bandwidth utilization to 82.4%, max-
imizing throughput while avoiding overloading net-
work links. Finally, it achieves a resource utilization
balance of 0.92, ensuring that server loads are evenly
distributed across the data center, thereby mitigating

risks of hotspots and enhancing overall stability.
Despite these promising results, the study also

identified inevitable trade-offs. The decision time for
DIRA-LDT is slightly higher than that for heuris-
tic methods, reflecting the computational overhead
of integrating LLMs into the decision-making pro-
cess. However, this increase is marginal compared
to the significant gains in accuracy, latency, and re-
source optimization. Future research could further
optimize the decision time by employing lightweight
LLM models or distributed processing techniques.

One area of future work is extending the frame-
work’s scalability. While the current study evalu-
ated DIRA-LDT in a simulated environment with 50
servers and 100 workloads, real-world data centers
often involve thousands of servers and highly dy-
namic workloads. Future experiments could assess
the framework’s performance in larger-scale scenar-
ios, investigating how it adapts to increased complex-
ity and workload variability.

Another promising avenue is integrating energy
efficiency metrics into the allocation process. As
data centers face growing pressure to reduce their car-
bon footprint, DIRA-LDT could be extended to con-
sider energy consumption as a key objective. Digital
Twins could simulate power usage at the server level,
while LLMs could optimize allocations to balance
performance and energy efficiency. This enhance-
ment would make DIRA-LDT a performance-driven
solution and an environmentally sustainable one.

Further research could also explore the integra-
tion of multi-cloud environments. In many scenarios,
workloads are distributed across multiple data centers
managed by different providers. Extending DIRA-
LDT to operate in such heterogeneous environments
would require incorporating inter-datacenter commu-
nication costs, latency, and security constraints into
the decision-making process. This would position the
framework as a versatile solution for managing re-
sources in complex, distributed cloud ecosystems.

Additionally, the framework could benefit from
more advanced learning capabilities. For instance, re-
inforcement learning could be combined with LLMs
to enable the system to learn from historical allocation
decisions and improve its strategies over time. This
hybrid approach could enhance adaptability and opti-
mize allocations in unpredictable or highly dynamic
scenarios.

Finally, future work should explore real-world
DIRA-LDT deployment in live data centers. While
simulations provide valuable insights, real-world de-
ployments would uncover practical challenges, such
as integration with existing orchestration platforms
like Kubernetes and OpenStack. Addressing these
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challenges would validate the framework’s practical-
ity and provide opportunities to refine its design and
functionality based on operational feedback.

In conclusion, DIRA-LDT represents a signif-
icant advancement in resource allocation for pro-
grammable data centers, combining the predictive
power of LLMs with the real-time insights of Dig-
ital Twins. Its ability to outperform existing meth-
ods across multiple metrics underscores its potential
to address the challenges of modern cloud-native en-
vironments. As data centers evolve, the adaptability
and intelligence of DIRA-LDT provide a strong foun-
dation for future innovation, paving the way for more
efficient, sustainable, and intelligent resource man-
agement solutions.
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