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Abstract: Ransomware represent one of the most aggressive malware, due to their capability to prevent access to data
and, as a consequence, totally paralyze the activity of any organization, such as companies, but also hospitals or
banks. Considering the inadequacy of the signature-based approach, mainly exploited by free and commercial
current antimalware, researchers are proposing new ransomware detection techniques based on deep learning.
Recently, with the introduction of quantum computing, there is the possibility to introduce quantum principles
into machine learning. In this paper, we propose an approach for ransomware detection through a quantum
machine learning model aimed to analyse images obtained from the application opcodes. In particular, a
hybrid model is proposed, composed of quantum and convolutional layers to discern between ransomware,
generic malware, and trusted applications. To demonstrate that quantum machine learning is promising in
ransomware detection, a real-world dataset composed by 15,000 applications is evaluated, by showing that the
proposed hybrid quantum model obtains promising performances if compared to (fully) convolutional models
(i.e., Alex Net, MobileNet, and a convolutional model developed by authors).

1 INTRODUCTION

Ransomware is malicious software employed by
threat actors to penetrate a network. This process
entails encrypting discovered data and withholding
the decryption key until a specified ransom is paid
to the hackers. With the advent of the digital age,
ransomware groups find it increasingly advantageous
to operate covertly on the internet and typically re-
quest ransom payments in Bitcoin to evade detection.
In 2021, over one-third of organizations worldwide
experienced attempted ransomware attacks. There
were 623.3 million ransomware attacks globally in
2021, marking a 105% increase compared to 2020 fig-
ures. This surge can be partly attributed to businesses
encountering difficulties adapting their networks and
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supply chains for remote and hybrid work1. It is im-
portant to note that not all of these attacks were suc-
cessful; instead, they were attempted breaches. How-
ever, in 2022, the volume of ransomware attacks de-
creased by 23%, indicating that increased govern-
ment scrutiny and growing awareness of the associ-
ated risks are starting to have an impact2. Neverthe-
less, attack methods are evolving. In the past, ”tra-
ditional” ransomware techniques involved encrypting
target data and demanding a fee for the decryption
key. Now, cybercriminals are resorting to ”double-
extortion” schemes, threatening to release or sell the
data if the ransom is not paid. Other methods of extor-
tion include Denial of Service attacks and harassment
through email or phone communications. According
to Fortinet security experts, as cybercriminals utilize
data infiltrations and the threat of data leaks, attacks
continue to surge, exerting more significant pressure

1https://www.sangfor.com/blog/cybersecurity/ransomw
are-attacks-2022-overview

2https://aag-it.com/the-latest-ransomware-statistics/
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on companies to pay the ransom, and this trend will
continue in 20233. Even if a company can restore
its data from backups, the leaked data from organi-
zations that refuse to comply with ransom demands
may surface on database websites operated by threat
actors. Cyptocurrency is commonly used for ran-
somware payments due to its anonymity. According
to Chainalysis, over $602 million in ransom payments
for attacks were made using cryptocurrency. Cyber-
security Ventures estimates that global ransomware
damage will witness a 30% year-over-year growth
over the next decade. By 2031, the damages are pro-
jected to exceed $265 billion annually, with a new at-
tack occurring approximately every two seconds. Tra-
ditional malware detection struggles with new threats
as it relies on signature-based methods. To address
this, researchers are exploring machine learning and
deep learning for improved detection. With the rise of
quantum computing, there is growing interest in ap-
plying quantum machine learning to enhance malware
detection capabilities. A quantum computer leverages
quantum mechanical phenomena to perform compu-
tations. Unlike classical computers, which use bits,
quantum computers use qubits that can exist in super-
position, allowing for parallel processing. This en-
ables them to solve certain problems exponentially
faster than classical computers, with potential appli-
cations in encryption breaking and complex simula-
tions. However, quantum computing is still largely
experimental. Quantum algorithms are designed to
exploit quantum properties like wave interference to
achieve efficient computations. Recently, researchers
introduced the concept of quantum computing in the
malware detection fields, using full quantum and hy-
brid approaches (Ciaramella et al., 2022) (Mercaldo
et al., 2022) (Ciaramella et al., 2023) (He et al., 2024).

Starting from these considerations, we propose a
method for ransomware detection by exploiting quan-
tum machine learning in this paper. In detail, we pro-
pose a model aimed at discriminating between ran-
somware, (generic) malware, and legitimate applica-
tions by exploiting a network composed of a layer to
simulate quantum convolutions by considering trans-
formations in circuits to simulate a quantum com-
puter’s behavior.

The remaining of the paper proceeds as fol-
lows:the next Section provides the state-of-the-art
literature related to malware detection, while the
proposed quantum machine learning model for ran-
somware detection is described in Section 3; exper-
imental results obtained by evaluating a real-world
dataset composed of ransomware, malware, and le-

3https://www.fortinet.com/resources/cyberglossary/ran
somware-statistics

gitimate applications are presented in Section 4 and,
finally, conclusion and future research lines are drawn
in the last Section.

2 RELATED WORK

Authors in (Ferrante et al., 2017) presented a method
able to detect ransomware using a static and dynamic
approach. The first takes into account the frequency
of opcodes, while the second takes into account CPU
use, memory consumption, network usage, and sys-
tem call data. The results suggest that this combi-
nation of techniques performs well. It can detect ran-
somware with 100% precision and a false positive rate
of less than 4%.

In (Chen et al., 2017), researchers proposed a dy-
namic ransomware detection method for identifying
known and undiscovered malware utilizing data min-
ing techniques such as Random Forest, Support Vec-
tor Machine, Simple Logistic, and Naive Bayes. To
deceive the most recent concealment strategies, they
utilized a dynamic approachable to monitor program
actions and build an API call flow graph. Results ob-
tained good performances.
Authors in (Jeng et al., 2022) proposed a malware
classification method based on the static feature in
the Android environment. In particular, they extract
the opcode from the static feature of the applications
selected to build the dataset. Jeng et al. also applied
an attention mechanism that improved the accuracy of
the CNN model for the classification performed.
In (Xing et al., 2022), authors introduced a deep
learning method to recognize malware using an au-
toencoder network. To train the latter Xing et al.
employed a dataset composed of gray-scale images
retrieved from Android applications. The detection
method proposed achieved a good accuracy of 96%.
Despite them, who obtain images from applications
by converting bytecodes, we create a script to detect
the opcodes present in each executable program. We
transformed each element stored in the list of opcodes
into a triple of integers to create an RGB picture.

3 METHOD

In this section, we describe the proposed method for
ransomware detection by means of quantum machine
learning. Thus, we introduce a model combining
quantum and convolutional layers, and several (fully)
convolutional models exploited for direct comparison
with the quantum model, in terms of performance, are
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let filter_words as a set of opcode
let newLines as list
let data as list

for file in dir:
subprocess.run(objdump -b binary -D -m \
i386 file > application.txt)

for file in dir:

if file.endswith('.txt'):
open(file, 'r') as f:

for line in f:
words = line.split()

for word in words:
if word in filter_words:

newLines.append(word)

open(file, 'w') as f:
for line in newLines:

f.write(line)
f.close

for file in dir:
open(file, 'r') as f:

for line in f:
for key, values in \
dictionary.items():

if key == item:
data.append(values)

open(file, 'w') as f:
for line in newLines:

f.write(line)
f.close

Listing 1: The script converts the applications into images,
by invoking the objdump disassembler to obtain the opcodes
and then convert each opcode into an RGB pixel.

presented. The proposed method is depicted in Fig-
ures 1 and 2: in particular in Figure 1 we show how
we represent an application as an image (by obtaining
the opcode sequences through a reverse engineering
process), while Figure 2 is related to the hybrid quan-
tum model building and evaluation.

From a (ransomware, generic malware, or legiti-
mate) application under analysis, we obtain the appli-
cation opcodes through a Python script developed by
authors (shown in Listing 1).

From the Listing 1 we observe that to obtain the
opcode for each application we exploited to objdump
disassembler, natively available on Linux operating
systems4. Thus, the extracted opcode sequence is

4https://man7.org/linux/man-pages/man1/objdump.1.ht
ml

stored into a text file (from row 6 to row 8 in Listing
1).

Once stored the opcode code sequence into a text
file (named application.txt in Listing 1), from row 10
to row 24 in Listing 1, each opcode is filtered i.e., we
consider opcodes without argument, and we save the
opcode list in a text file (we overwrite the applica-
tion.txt file).

From row 26 to row 37 in Listing 1 we set a unique
color for each opcode found previously in RGB (i.e.,
a triple of integers) and save them overwriting the pre-
vious application.txt file. Obviously, the same opcode
will be coded with the same color for all applications

Subsequently, by storing each pixel, we compose
the image for the application under analysis.

Figures 3, 4 and 5 report three examples of im-
ages obtained by applying the steps depicted in Fig-
ure 1 related to two different ransomware applications
(shown in Figure 3 and 4) and a legitimate one, shown
in Figure 5. The sizes of the output images are not
equal to each other, this happens because the propor-
tions are related to the number of opcodes contained
in the analyzed file.

In particular in Figure 3 we show the image ob-
tained from the ransomware identified by the 2d7ded
792db11781276f2e5f42b29b1ae37055b1f306c5bc24
7448275ea6b40f hash.

This ransomware is belonging to the Shade fam-
ily, diffused through malicious websites and infected
email attachments. Once infiltrated, the ransomware
belonging to the Shade family are able to encrypt
most files stored on the infected machine5. The Virus-
total report of this sample is available6.

In Figure 4 a second example of an image obtained
from a ransomware sample (identified by the fbeb23
5e9a95e4cfefd6fe2201e3bf9350eb23f79a98c44961
3951c2384c4671 hash) is shown.

The image shown in Figure 4 is related to a ran-
somware sample belonging to the Ransom-NB fam-
ily delivered, similarly to the Shade ransomware, as
attached to phishing emails but also as a repercussion
of user winding up on a repository that hosts a harm-
ful software. This ransomware too is able to cipher
files on the victim’s computer and it is also able to
show a ransom money note7.

The Virustotal report of this sample is available8.

5https://www.malwarebytes.com/blog/news/2019/03/s
potlight-troldesh-ransomware-aka-shade

6https://www.virustotal.com/gui/file/2d7ded792db117
81276f2e5f42b29b1ae37055b1f306c5bc247448275ea6b4
0f

7https://howtofix.guide/win32ransom-nb-trj/
8https://www.virustotal.com/gui/file/fbeb235e9a95e4cf

efd6fe2201e3bf9350eb23f79a98c449613951c2384c4671
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Figure 1: Steps to convert an application into an image through the application opcodes.

Figure 2: Steps for ransomware detection model building with the hybrid quantum network.

Figure 3: An example of an image obtained from a ran-
somware sample belonging to the Shade family.

Figure 4: An example of an image obtained from a ran-
somware sample belonging to the Ransom-NB family.

The third example of image is obtained from a le-
gitimate application i.e., WordPad, a word process-
ing buil-in in Microsoft Windows operating systems,
which allows to create simple texts with basic format-
ting.

In particular, we consider the 22H2 version of
WordPad included in the Microsoft Windows 10 oper-
ating system, which hash is a70d52eda892edc07393
2b462cc367cdbfbace3f4196857d8d4fa869a13de792.
The related VirusTotal report is available also for this
application9.

9https://www.virustotal.com/gui/file/a70d52eda892ed
c073932b462cc367cdbfbace3f4196857d8d4fa869a13de7

Figure 5: An example of an image obtained from the Word-
Pad application, a legitimate application included in the Mi-
crosoft Windows 10 operating system.

The hybrid quantum model building and evalua-
tion is shown in Figure 2. Once obtained a set of im-
ages belonging to (ransomware, generic malware and
trusted) applications, we need a quantum deep learn-
ing model.

We call the proposed quantum machine learn-
ing model Hybrid Quantum Convolutional Neu-
ral Network i.e., Hybrid-QCNN. The proposed quan-
tum model is considered hybrid because it considers
quantum and classical neural network-based function
blocks composed with one another in the topology
of a directed graph. We consider this a rendition
of a hybrid quantum-classical computational graph
where the inner workings (variables, component func-
tions) of various functions are abstracted into boxes.
The edges represent the flow of classical information
through the metanetwork of quantum and classical
functions(Broughton et al., 2020).

The Python code we developed for the Hybrid-
QCNN is shown in Listing 2: in rows 2,3,4 and 5 there
is the quantum layer (i.e., QConv), while from rows 6
to 11 there are the convolutional layers, in particular
a Conv2D, a Flatten and two Dense layers.

92
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model = models.Sequential()
model.add(QConv(filter_size=2, depth=8,
activation='relu', name='qconv1',
input_shape=(self.input_width_height,

self.input_width_height, \
self.channels)))

model.add(layers.Conv2D(16, (2, 2),
activation='relu'))

model.add(layers.Flatten())
model.add(layers.Dense(32, activation='relu'))
model.add(layers.Dense(self.num_classes,
activation='softmax'))

Listing 2: The Hybrid Convolutional Neural Network for
ransomware detection.

With the aim to compare to Hybrid-QCNN model
with (full) convolutional models, the following archi-
tectures are exploited in this paper: a Convolutional
Neural Network (i.e., called Standard CNN) model
designed by authors, AlexNet(Alom et al., 2018),
LeNet and MobileNet.

model = models.Sequential()
model.add(layers.Conv2D(32,(3, 3),

activation='relu',
input_shape=(self.input_width_height,

self.input_width_height,
self.channels)))

model.add(layers.MaxPooling2D((2, 2)))
model.add(layers.Conv2D(64,(3, 3), \

activation='relu'))
model.add(layers.MaxPooling2D((2, 2)))
model.add(layers.Conv2D(128,(3, 3), \

activation='relu'))
model.add(layers.MaxPooling2D((2, 2)))
model.add(layers.Flatten())
model.add(layers.Dropout(0.5))
model.add(layers.Dense(512, activation='relu'))
model.add(layers.Dropout(0.5))
model.add(layers.Dense(256, activation='relu'))
model.add(layers.Dropout(0.5))
model.add(layers.Dense(self.num_classes,

activation='softmax'))
model.compile(loss='categorical_crossentropy',

optimizer=Adam(self.learning_rate),
metrics=['acc', Precision(name="prec"),
Recall(name="rec"), AUC(name='auc')])

Listing 3: The developed Classic CNN network.

Due to hardware limitations, we need to consider
small images for the Hybrid-QCNN model: in order
to make a fair and direct comparison we try to set the
same parameters we consider for the Hybrid-QCNN
also for the remaining networks. As a matter of fact,
for the Hybrid-QCNN model, an image size equal to
25x25x1 is considered. Once built the Hybrid-QCNN
and the remaining models, the evaluation results are
analysed in order to perform the model comparison
for ransomware detection.

4 EXPERIMENTAL ANALYSIS

In this section, we present and discuss the results of
the experiments we performed.

Relating to the model implementation, we resort
to the Python programming language and we consid-
ered two different open-source libraries, Tensorflow10

and Tensorflow Quantum11, to develop the models.
TensorFlow(Goldsborough, 2016) is an open-source
machine learning software library that provides tested
and optimized modules for building deep learning
models, while Tensorflow Quantum(Broughton et al.,
2020) is a library aimed to offer high-level abstrac-
tions for the design and training of both discriminative
and generative quantum, compatible with the Tensor-
Flow library, along with quantum circuit simulators.

The machine considered for the experiments is
an Intel Xeon Gold 6140M CPU at 2.30GHz, 64GB
RAM equipped with the Ubuntu 22.04.01 LTS oper-
ating system.

A dataset composed by 15000 real-world appli-
cations is considered: in particular we take into
account 5000 ransomware, 5000 generic malware,
and 5000 trusted applications. The generic malware
and the ransomware samples were obtained from the
VirusShare 12web site, a repository of malware sam-
ples to provide security researchers, incident respon-
ders and forensic analysts, while the legitimate sam-
ples were collected from libraries (for example, DLL
files) and executable files obtained from a Microsoft
Windows 10 machine. To confirm the maliciousness
or the trustworthiness of the samples we obtained, we
submitted the ransomware, (generic) malware and le-
gitimate samples to the Virustotal13, and the Jotti14

web services. In particular, we confirm that all the
ransomware considered in the experiment are crypto-
ransomware, i.e., malicious files with the ability to
hunt for and encrypt targeted files (for example, im-
age, video, and document files), for instance, belong-
ing to the TeslaCrypt, Wawnnacry and Petya families.

We exploited the code snippet shown in List-
ing 1 to obtain the related images from ransomware,
(generic) malware and trusted applications.

We split the dataset into training, validation and
testing, in particular, 12000 applications are related
to the training dataset (i.e., 4000 ransomware, 4000
generic malware and 4000 trusted), 1500 applications
(i.e., 500 ransomware, 500 generic malware and 500
trusted) are reserved for the validation and the remain-

10https://www.tensorflow.org/
11https://www.tensorflow.org/quantum
12https://virusshare.com/
13https://www.virustotal.com/
14https://virusscan.jotti.org/
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Table 1: Hyper-parameters setting.
Model Epochs Batch size Learning rate Image size

STANDARD CNN 10 16 0.01 100x3
ALEX NET 10 16 0.01 100x3
MobileNet 10 16 0.01 50x3

Hybrid-QCNN 1 10 64 0.0001 25x3
Hybrid-QCNN 2 20 64 0.0001 25x3
Hybrid-QCNN 3 20 16 0.001 25x3
Hybrid-QCNN 4 20 32 0.0001 25x3
Hybrid-QCNN 5 20 64 0.001 25x3
Hybrid-QCNN 6 20 16 0.0001 25x3
Hybrid-QCNN 7 15 16 0.0001 25x3
Hybrid-QCNN 8 15 16 0.001 25x3
Hybrid-QCNN 9 15 64 0.0001 25x3

Hybrid-QCNN 10 15 32 0.0001 25x3
Hybrid-QCNN 111 15 16 0.001 25x3
Hybrid-QCNN 12 20 32 0.001 25x3
Hybrid-QCNN 13 10 32 0.001 25x3
Hybrid-QCNN 14 10 64 0.001 25x3
Hybrid-QCNN 15 10 32 0.0001 25x3
Hybrid-QCNN 16 10 16 0.0001 25x3
Hybrid-QCNN 17 10 16 0.001 25x3
Hybrid-QCNN 18 15 32 0.001 25x3

ing 1500 (i.e., 500 ransomware, 500 generic malware
and 500 trusted) as testing dataset.

In Table 1 are shown the hyper-parameters for the
models considered in the experimental evaluation.

As shown in Table 1 we perform several experi-
ments, with the aim to tune the Hybrid-QCNN with
the best parameters: we consider 18 different config-
urations for the Hybrid-QCNN (each configuration is
different from the other ones in terms of epochs, batch
size or learning rate).

The image size is fixed due to the huge request
for computational resources: it is limited for the
Hybrid-QCNN to 25x3 i.e., we resize the images
with a width and a height of 25 pixels for 3 chan-
nels (i.e., RGB). Relating to the STANDARD CNN,
Alex Net and MobileNet networks, we consider an
image size respectively equal 100x3 for the STAN-
DARD CNN and Alex Net networks and equal to
50x3 for the MobileNet model, by considering for
these models a number of epochs of 10. We consider
these parameters, for the (fully) convolutional mod-
els to make a comparison as direct as possible with
the Hybrid-QCNN by considering, when possible, the
same hyper-parameters.

In Table 2 we present the experimental analysis
results for each configuration considered in Table 1.

As shown from Table 2 the Hybrid-QCNN 1
model reaches an accuracy equal to 0.73, a preci-
sion of 0.75, and a recall equal to 0.7: this is symp-
tomatic that the proposed hybrid quantum convolu-
tional model is able to discriminate between ran-
somware, (generic) malware and trusted applications.
Also the other Hybrid-QCNN configurations gener-
ally obtain interesting performances, for instance, the
Hybrid-QCNN 2 model reaches an accuracy equal to
0.712, the Hybrid-QCNN 4 accuracy is of 0.728. The
worst accuracy is obtained bu the Hybrid-QCNN 12

Table 2: The results of the experimental analysis.

Model Loss Accuracy Precision Recall
STANDARD CNN 1.0 0.33 0 0

ALEX NET 1.10 0.33 0 0
MobileNet 1.17 0.39 0.47 0.25

Hybrid-QCNN 1 0.71 0.73 0.75 0.70
Hybrid-QCNN 2 0.745 0.712 0.735 0.686
Hybrid-QCNN 3 2.411 0.713 0.713 0.709
Hybrid-QCNN 4 0.713 0.728 0.754 0.705
Hybrid-QCNN 5 1.01 0.707 0.713 0.694
Hybrid-QCNN 6 0.713 0.731 0.749 0.712
Hybrid-QCNN 7 0.735 0.723 0.748 0.702
Hybrid-QCNN 8 1.502 0.712 0.715 0.708
Hybrid-QCNN 9 0.790 0.678 0.693 0.649

Hybrid-QCNN 10 0.736 0.726 0.747 0.700
Hybrid-QCNN 11 2.543 0.679 0.682 0.677
Hybrid-QCNN 12 1.098 0.332 0.0 0.0
Hybrid-QCNN 13 0.946 0.703 0.714 0.688
Hybrid-QCNN 14 0.779 0.722 0.739 0.712
Hybrid-QCNN 15 0.708 0.727 0.749 0.705
Hybrid-QCNN 16 0.746 0.713 0.744 0.690
Hybrid-QCNN 17 0.933 0.707 0.715 0.698
Hybrid-QCNN 18 1.098 0.333 0.0 0.0

configuration, where an accuracy equal to 0.332 is
reached, probably due to the extended number of
epochs (equal to 20, as shown from Table 1) that
conduct the network in overfitting, with the related
performance decay. Relating to the remaining con-
figurations, as shown from the results obtained in
Table 2, the performances obtained by the Hybrid-
QCNN are satisfactory for the ransomware detection
task. With regard to the (fully) convolutional mod-
els, built with the set of parameters shown in Table
1, obtain an accuracy equal to 0.33 (for the STAN-
DARD CNN, Alex Net) models and equal to 0.39 for
the MobileNet one, confirming that with a similar set
of hyper-parameters, the Hybrid-QCNN is able to ob-
tain better performances in the discrimination of ran-
somware, (generic) malware and legitimate applica-
tions.

This result is symptomatic of how promising hy-
brid networks can be, in fact considering that due to
the limitations of the hardware on which the exper-
iments were performed it was possible to evaluate a
hybrid model with only one convolutional layer, supe-
rior performances were obtained from convolutional
networks composed of many more layers. Therefore,
probably, when it will be possible to test quantum net-
works with different convolutional layers and with a
greater number of epochs, but also with a greater size
of images, higher performances than those of the cur-
rent convolutional networks will be obtained.

Figure 6 shows the confusion matrix (consider-
ing only the testing dataset) for the Hybrid-QCNN 1
configuration. We show the confusion matrix of this
specific configuration considering that with this set of
hyper-parameters we obtained the best performances
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Figure 6: Confusion matrix for the Hybrid-QCNN 1 model.

Figure 7: Training and validation accuracy trend for the
Hybrid-QCNN 1 model.

in terms of accuracy, as shown from the experimental
analysis results shown in Table 2.

From the confusion matrix in Figure 6 we can note
that most of the applications were detected as belong-
ing to the right category: as a matter of fact, 344
(generic) malware (on 500), 433 ransomware (on 500)
and 326 trusted applications (on 500) were rightly
recognised. Relating to the misclassifications, 65 ran-
somware and 91 trusted applications were wrongly
labelled as (generic) malware, 48 (generic) malware
and 19 trusted application were wrongly labelled as
belonging to the ransomware category and 107 mal-
ware and 67 ransomware were wrongly classified as
trusted applications.

To understand how the Hybrid-QCNN 1 is learn-
ing through the epochs, in the follow we consider the
trends of accuracy and loss in both training and vali-
dation.

Figure 7 shows the accuracy trend of the training
and the validation for the Hybrid-QCNN 1 model.

From the trends shown in Figure 7 it emerges that
the network is training during the 10 epochs, and for
each epoch is learning more information aimed to

Figure 8: Training and validation loss trend for the Hybrid-
QCNN 1 model.

rightly discriminate between ransomware, malware,
and legitimate applications.

Figure 8 shows the trend of the training and the
validation loss for the Hybrid-QCNN 1 model.

From the loss trend shown in Figure 8, we can
note that the loss is decreasing, and this is expected
behaviour: this happens for both the training and the
validation. In particular, the decreasing trend is more
accentuated for the training, but also in the validation
we can note this behaviour.

The trend of loss that decreases, when accuracy
increases simultaneously with increasing epochs is
a symptom of the fact that the model is correctly
learning the information to distinguish between ran-
somware, (generic) malware, and legitimate applica-
tions, thus confirming the experimental analysis re-
sults and that quantum machine learning is promising
in ransomware detection.

5 CONCLUSION AND FUTURE
WORK

One of the most sneaky threats in the malware land-
scape is represented by the so-called ransomware, a
malware aimed to cipher data and user documents
asking for a certain amount of money (typically in
Bitcoin) to hand data access back to users. Free and
commercial antimalware are not adequate to detect
novel malicious payloads, this is the reason why ran-
somware are free to perpetrate damages undisturbed.
Considering the recent introduction of quantum com-
putation in machine learning, in this paper we propose
a method for ransomware detection exploiting quan-
tum machine learning. We propose a hybrid neural
network model composed by quantum and convolu-
tional layers. We experiment several configurations
with the proposed model in the evaluation of a dataset
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composed by 15000 real-world applications (5000
ransomware, 5000 generic malware, and 5000 legit-
imate applications), by obtaining an accuracy equal
to 0.73, by confirming that quantum machine learn-
ing can be promising in ransomware detection.

Future works will consider novel quantum deep
learning models, composed of several quantum lay-
ers. Moreover, we will investigate whether quantum
machine learning can be considered for the detection
of malware families and variants, not only categories
such as ransomware and malware.
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