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Detection of relevant objects in the driving environment is crucial for autonomous driving. Using LiDAR scans

and image detection based on neural networks for this task is one possibility and already well researched. With
advances in the V2N communication stack, the task of object detection can be shifted towards the edge-cloud,
which would enable collaborative data collection and consideration of multiple perspectives in preparation
for the detection. In this paper, we present an initial analysis of this idea, by utilizing the Eclipse MOSAIC
co-simulation framework to develop and test the fusion of multi-perspective LiDAR frames and subsequent
object detection. We generate synthetic LIDAR data from the views of multiple vehicles for detection training
and use them to assess the robustness of our approach in regard to positioning and latency requirements. We
found that a data fusion from multiple perspectives primarily improves detection of largely or fully occluded
objects, which could help situation recognition and, therefore, decision making.

1 INTRODUCTION

Reliable detection of other objects in the driving envi-
ronment based on vehicle sensors is a critical compo-
nent for advanced driver assistance systems, as well
as autonomous driving. There is still a dispute if ob-
ject detection should rely on camera only or on 3D
point clouds generated by LiDAR based sensors. Al-
though detection in either approach works already
well, expanding local camera data with depth infor-
mation from LiDAR sensors can show significant im-
provements in detection quality. However, all these
approaches rely on local computation effort, which
requires strong hardware in the vehicles. With recent
advances in communication technologies, the shift of
these computationally expensive tasks from individ-
ual vehicles to an edge-cloud infrastructure is feasible
and could enable further possibilities. For example,
the collection of point cloud information from multi-
ple sources would allow for the aggregation of mul-
tiple views towards a more holistic understanding of
the driving environment.

Despite the potential benefits of this collaborative
sensor data collection, research in that area remains
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limited. Two primary strategies can be used to im-
plement this approach. The first involves the detec-
tion results of individual vehicles and merges the lists
of detected objects. This approach mainly encoun-
ters challenges related to ambiguous matching due to
moving objects, especially in complex junction situa-
tions. The second strategy, which this paper focuses
on, entails merging point clouds from multiple vehi-
cles in a centralized spot and subsequently performing
object detection. However, the need to transmit large
volumes of LiDAR data from multiple vehicles intro-
duces latency, which can reduce the quality of object
detection due to the dynamic nature of the environ-
ment (objects may have moved by the time the data
are fused).

In this paper, we present a centralized sensor data
fusion approach which is able to improve the de-
tectability of largely or fully occluded objects in the
driving environment. Unlike previous studies that fo-
cus primarily on improving detection methods, our
work emphasizes the effectiveness of adopting a col-
laborative approach using point cloud data from mul-
tiple vehicles. This novel perspective is supported
by our experimental results, which indicate that our
method is able to enhance situational awareness and
decision-making capabilities in complex driving en-
vironments. To achieve that, we present an inte-
grated development and testing framework based on
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Eclipse MOSAIC, facilitating the simulation of var-
ious traffic scenarios and sensor interactions for the
evaluation, as well as for the generation of synthetic
data used for the training step.

The paper is structured as follows. First, we re-
view related work in the field of object detection and
sensor fusion in the next Section 2. This is followed
by Section 3 with a detailed description of our multi-
perspective object detection approach, including the
methodology for point cloud fusion and detection. In
Section 4 we then present our simulation methodol-
ogy which serves as a synthetic data generator as well
as the platform for our experiments, which are shown
in Section 5 subsequently. In Section 6, we discuss
our findings and, finally, we draw our conclusions and
give a future look at the ongoing work in Section 7.

2 RELATED WORK

Autonomous driving requires the detection of other
road users. This object detection is mainly based on
sensor fusion of cameras, radar, and light detection
and ranging (LiDAR) (Charles et al., 2017). Monocu-
lar camera-based object detection relies on 2D images
and can be implemented by well-established neural
network-based detection, such as ResNet-based de-
tectors (He et al., 2016). In contrast to that, depth
information is required for accurate 3D object detec-
tion (Charles et al., 2017). This depth information can
be acquired by stereo-vision or in general by multi-
view camera images. Overlapping multi-view cam-
era images allow depth information to be derived, and
LiDAR provides measuring distances very accurately
because it measures the time of flight (TOF) of the
light (Royo and Ballesta-Garcia, 2019). In combi-
nation with a scan, the result is a point cloud of the
environment in three-dimensional space. Therefore,
the fusion of sensor data with these point clouds en-
ables the 3D object detection. This detection is usu-
ally implemented with deep neural networks operat-
ing on projections of the point cloud, directly on a
set of points, or on a voxel grid for data reduction
(Wu et al., 2021). The projection methods involve
the generation of 2D images and therefore rely on 2D
image recognition. Our approach realizes a bird eye
view as input to an image recognition network for ob-
ject detection. Single-Shot Detectors (SSD) provide
sufficient speed and detection accuracy, whereas De-
formable DETR (Zhu et al., 2021) performs state-of-
the-art detection (Zou et al., 2023).

(Fang and Li, 2024) takes the sensor fusion a step
further by considering the measurements of nearby
vehicles relative to the ego vehicle. That work fol-
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lows a cooperative approach using vehicle-to-vehicle
(V2V) communication to exchange point clouds from
multiple view points, which will be fused together
by an ICP-based merge process. This results in an
augmented environment scan and relative pose esti-
mation, which is also known as simultaneous local-
ization and mapping (SLAM). (Fang and Li, 2024)
performs feature extraction on each point cloud indi-
vidually for object detection, whereas our approach
fuses multiple point clouds before feature extraction
and object detection.

These architectures result in detector models after
a training process. This training relies on labeled in-
put data, in our case point clouds. The KITTI dataset
(Geiger et al., 2013) is one of the first publicly avail-
able datasets widely used in the field of computer vi-
sion and autonomous driving research. It consists of
data collected using a sensor suite mounted on a ve-
hicle, KITTT includes stereo grayscale and color im-
ages, 3D point clouds from LiDAR, and GPS/IMU
data, offering a comprehensive and realistic dataset
for algorithm development and evaluation. As stated
in (Geiger et al., 2013), a classification of the visi-
bility of other road users by the ego-vehicle is made.
These four occlusion states, from fully visible to fully
occluded, are used in our work. In addition to that,
there are many other data sets like nuScenes (Caesar
et al., 2020) or Waymo (Sun et al., 2020). However,
all these data sets contain only data from the view-
point of a single vehicle. For merging point clouds
from vehicles within a certain range with multiple
views, the available data sets are not sufficient. There-
fore, we used simulations to generate synthetic Li-
DAR data from the point of view of multiple vehicles,
similar to the work done in (Strunz et al., 2024).

3 MULTI-PERSPECTIVE
OBJECT DETECTION

The detection is implemented by a fusion of point
clouds from different perspectives with a subsequent
detection. Vehicles send point clouds of local LIDAR
scans via a cellular network, merged by our fusion
service, and augmented by an object detector. The
detector uses a well-established architecture and is
trained with synthetically generated data from sim-
ulations. In this section, we present the point cloud
fusion and detection implementation, as well as the
challenges for these services.
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Figure 1: Detection Pipeline. LiDAR scans of individual vehicles are transmitted to the fusion services, queued and merged
together. An augmented scan is passed to the detection service, which transforms the point cloud into a three-layered grid,
which is afterwards processed by a neural network performing the detection based on InceptionV2 and an SSD. The fusion
and detection are done for each vehicle which participates in the data collection.

3.1 Object Detection in Fused Point
Clouds

The process of merging multiple point clouds in-
volves combining LiDAR scans captured from differ-
ent perspectives (vehicles) to create a comprehensive
and accurate 3D representation of an environment.
Our implementation of this fusion and detection sys-
tem is shown in Figure 1. The connector handles the
input connection and queues each point cloud in or-
der of arrival. These point clouds are processed and
merged into a point cloud storage according to time-
dependent constraints. A garbage collector ensures
that point cloud storage remains minimal by remov-
ing outdated data. The trigger initiates the generation
of cut-outs of regions of interest which are sent to the
next stage, the detector.

The fusion is a union of at least two point clouds,
called global point cloud. The relative position of the
point clouds is derived by the GNSS and the odome-
try system of each sending vehicle. Hence, each point
cloud is tagged with its creation position and rotation
with respect to a global reference, which is the ba-
sis for the correct fusion of the points. However, the
entire detection challenge is time-dependent. Each
point cloud is sent via a cellular network, which de-
lays the reception at the fusion service slightly, lead-
ing to an improper environment representation with
effects like double edges of moving objects. To mini-
mize the occurrence of blurred point clouds, it is cru-
cial to perform the merging within a constrained time
frame. Each point cloud is tagged with a creation
timestamp, which is used to determine whether the
point cloud is located in a merge window. By con-
sidering only the creation times, the algorithm en-
sures that point clouds recorded within a close tem-
poral proximity are merged, whereas those with sig-
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nificant delays are excluded. In addition to that, only
the newest point cloud of each participating vehicle
is considered, which leads to further reduction of blur
while preserving the augmentation by multiple views.
Having a region around a vehicle cut out of the global
point cloud, an augmented point cloud is generated
which will be fed into out detection service.

The detection is implemented in two steps as
shown in Figure 1. First, the point cloud is projected
onto a two-dimensional grid in a bird eye view (BEV).
According to a typical radial LiDAR range of 100 m,
we use a grid with an edge length of 150 m with the
sensing vehicle in the center of the grid. All points
within a grid cell are reduced to three values: the max-
imum height, the minimum height, and the maximum
of the reflectance of all points. Hereby, the reflectance
is the ratio between the reflected light power and the
incident light power in the case of a LIDAR scan. This
reflectance mainly depends on the surface material.
Secondly, this BEV grid is used as input of a neural
network which generates bounding boxes of detected
objects. The grid format is similar to an RGB image
with three channels. Thus, common image recogni-
tion using neural network architectures can be used,
which we have done as second step. The network
consists of a feature extraction part defined by (Ioffe
and Szegedy, 2015) and called InceptionV2. Detec-
tion on the features is performed by a single-shot de-
tector (SSD) (Liu et al., 2016). This SSD uses anchor
boxes as reference points for detection and generates
multiple two-dimensional detection boxes. In recent
work, newer object detection approaches have been
developed, yet the architecture used based on Incep-
tionV2 and SSD is considered well established in the
area of image recognition.



3.2 Detection Training

The network architecture described before has to be
trained with a sufficiently labeled data set to produce
the detector model, ready for inference. We faced
the challenge that the available datasets contain only
point clouds from the point of view of a single vehi-
cle. Therefore, more extensive data are required with
multiple vehicles with overlapping scan areas. To pro-
duce these scans, we implemented simulations depict-
ing various traffic situations (see Section 4). The gen-
erated point clouds from the simulations are shuffled
and split into 70 % for training and 30 % for valida-
tion. In addition, a dedicated scenario is left out for
later testing and evaluation, as described in Section 5.

As loss function, the L! norm is used and
optimized by the RMSProp implementation of
TensorFlow (Abadi et al., 2015), which is a gradient-
free optimization algorithm with an adaptive learning
rate. The training process used batches of size 1 and
was aborted after a specific number of training itera-
tions.

3.3 Fusion Challenges

Blurred point clouds due to fusion lead to a lower de-
tection quality. To reduce this issue, an extended se-
lection of point clouds according to their timestamp is
important. Assume two vehicles sending point clouds
as an example scenario as shown in Figure 2. Here,
each point cloud is received at the fusion service after
its transmission delay, leading to three different cases:

1. The delay is less than the length of the merge win-
dow and the point cloud is the newest point cloud
received from a single vehicle.

2. The delay is less than the length of the merge win-
dow and the point cloud is not the newest point
cloud received from a single vehicle.

3. The delay is greater than the length of the merge
window.

The cases 2 and 3 lead to a discard of the point cloud
because of an updated or outdated information. Only
the case 1 accepts a point cloud for the fusion process.
Explicit research by our simulation evaluation is later
discussed in Section 5.3.

An additional challenge is a deviation of the point
cloud position from the true position, specifically the
positioning error of the vehicle GNSS and odometry
system. This again leads to blurred point clouds be-
cause of the merge with a shifted reference. The ef-
fects of this positioning error are discussed and sup-
ported by the experimental results in Section 5.2.
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Figure 2: Point cloud transmission of two vehicles (veh_0,
veh_1) with respect to time. Each point cloud sending event
is rendered as a perpendicular line. The reception of each
point cloud is displayed at the fusion service row using the
vehicle’s color. The fused output is marked as a maroon-
colored arrow pointing downwards, whereas the time range
of considered point cloud for the merge process is marked as
a maroon horizontal bar at the corresponding output arrow.

4 SIMULATION
METHODOLOGY

The  open-source  co-simulation  framework
Eclipse MOSAIC (Schrab et al., 2023) is a suit-
able tool to model a system that includes vehicle
movements, sensor data generation, application inter-
actions, and communication links. With MOSAIC,
simulators from different domains such as applica-
tion, traffic, vehicle dynamics, and communication
can be coupled toward a holistic system simulation.
For example, the traffic domain is usually modeled
using the Eclipse SUMO simulator. For commu-
nication, various simulators can be used, such as
OMNeT++ or ns-3, or integrated simulators SNS or
Cell for rather heuristic modeling. In the commercial
version, MOSAIC comes with the vehicle simulator
PHABMACS, which includes physically accurate
modeling of vehicle dynamics, a procedural gener-
ated 3D environment, and high resolution sensor data
such as LiDAR point clouds. Due to its flexibility, it
is also possible to bundle further simulators by im-
plementing an HLA-inspired interface. For example,
we also tested coupling the vehicle simulator Carla
for sensor data generation.

In this work, we use Eclipse MOSAIC to develop
and test the proposed algorithms in an integrated man-
ner. We use the vehicle simulator PHABMACS to
collect synthetic LiDAR sensor data for individual ve-
hicles, which are fed into the sensor fusion and object
detection. The MOSAIC application simulator serial-
izes the point cloud data of equipped vehicles using
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Figure 3: Integrated setup of simulation and fusion and detection services. The left part, marked as virtual, is our simulation
environment based on Eclipse MOSAIC, the right part (real) contains the message broker, fusion and detection services and
is designed to run in an edge-cloud. The virtual part may be exchanged by real vehicles connected via a cell network.

Protobuf for a memory efficient format. For the de-
velopment and training of the fusion and detection
services, we use this setup to generate point cloud
and ground truth data. Here, the ground truth con-
sists of all existing objects in the simulation for each
time step, which serves as labels for the training pro-
cess, as well as basis for calculating metrics for the
evaluation of conducted experiments.

We furthermore extended this setup by integrat-
ing the fusion and detection into the simulation sys-
tem. All required data generated by the simulation
(e.g., point clouds from LiDAR scans) are fed into a
MQTT-based message broker. The fusion and detec-
tion algorithms are wrapped into separate microser-
vices and receive incoming sensor data via the mes-
sage broker for processing. We intentionally designed
this as a microservice pattern to make real deployment
in the (edge) cloud easier. Figure 3 shows the setup
that we used for our integrated development and test-
ing approach.

4.1 Sensor Modeling

For the creation of synthetic sensor data, we use the
PHABMACS vehicle simulator. PHABMACS main
focus is on rapid prototyping advanced driver as-
sistance systems (ADAS) with the help of realistic
models for vehicle dynamics and sensor data gen-
eration, and a scenario description language in the
form of a domain-specific language (DSL), called
ScenarioSE (Massow and Radusch, 2018).
PHABMACS generates its 3D environment in a
procedural way based on OpenStreetMap data. This
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includes roads, buildings, and trees. However, in
contrast to hand-crafted environments as provided in
Carla, no further road furniture is generated, such as
curbs, lamp posts, poles, bushes, and benches. For
vehicles, detailed 3D assets that resemble real vehi-
cle chassis are used. For this work, which focuses
on the detection of vehicles on the road, this level
of 3D modeling is sufficient. The main advantage of
the procedural nature is therefore, that varying simu-
lation scenarios can be generated very easily and no
exhausting manual work on modeling the 3D environ-
ment is required.

The integrated LIiDAR model is fully configurable
in its field of view, resolution, range, sampling rate,
and location on the vehicle. Each vehicle can also be
equipped with several individual scanners. For our
tests, we configured one central LiDAR scanner po-
sitioned on the top of the vehicle with a 360° field
of view. The scanner samples the 3D environment
with a rate of 10Hz and is configured with a hori-
zontal resolution of 0.1°, scanning a full circle, and
vertical resolution of 0.427° using 64 sampling rows,
resulting in a total resolution of 230,400 points per
scan. During the scan, all objects within the 3D en-
vironment are considered, including vehicles, build-
ings, and trees. Laser beams cannot pass through ob-
jects (or windows) and are neither multiply scattered
nor multiply reflected by any material, thus creating
no reflection artifacts. Due to the event-based archi-
tecture of the simulator, for each complete scan the
simulation is “frozen”, that is, no potential artifacts
by movements of the vehicle during a scan are con-
sidered. For a fast and efficient calculation of the
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Figure 4: Example screenshot of the LiDAR sensor model
in the PHABMACS simulator, with two vehicles scanning
the environment.

scanning process, PHABMACS uses the PhysX en-
gine to find potential environment objects in the path
of each laser ray using simple box geometries, and
refines each hit by calculating the actual hit with the
detailed geometry. Figure 4 shows an example point
cloud obtained through the PHABMACS simulator.

PHABMACS also comes with a GNSS sensor
model that includes atmospheric error, shadowing er-
ror, noise, and delay. This allows us to retrieve po-
sitions of the vehicles that may differ from the true
positions in the 3D space. We used this error model
to find its effects on collaborative object detection in
one of our experiments (see Section 5). For all other
experiments, we assumed perfect absolute positions
for all vehicles.

4.2 Network Modeling

Communication between vehicles and (edge) cloud
services utilizes cellular-based communication
(V2N). For this work, a simplification of the commu-
nication stack is sufficient, and a detailed simulation
of PHY, MAC, and modeling other parts of the
stack is not required for our experiments. We use
the MOSAIC Cell simulator here, but thanks to
the flexibility of MOSAIC, it would be possible to
exchange it with a more detailed network simulator,
such as ns-3 or OMNeT++.

The radio access and the core network part can
be configured separately in the MOSAIC Cell sim-
ulator. This allows us to have different properties
for both parts of the network, including delay, packet
loss, and capacity. Figure 5 briefly shows the com-
ponents of the communication stack modeled by the
simulator (Protzmann et al., 2017). For the core net-
work, we assumed that there were no packet losses,

Improving Object Detection Through Multi-Perspective LIDAR Fusion

Vehicle Application
(e.g. LidarTransmission)

y

Uplink

RAN \

Downlink
(Delay, Loss, (Delay, Loss,
Capacity) Capacity)

¥ t

Addressing
Routing

¥ t

Downlink Uplink
(Delay, Loss, (Delay, Loss,
Capacity) Capacity)

4

CORE

DC

Server Application
(Fusion/Object Detection)

Figure 5: The communication between vehicles and the
edge-server is modeled using different delay and packet-
loss configurations for the radio access and core part of the
network, by utilizing the MOSAIC Cell simulator.

unlimited capacity, and a short constant delay of one
millisecond. This delay includes transport through all
components within the core network. For the radio
access, we assumed network properties typical for 5SG
networks. On average, the point cloud data measures
3MB to 4 MB in size for each frame in our config-
uration. Assuming a throughput of 400 Mbit/s (e.g.,
(Xu et al., 2020) measured an available throughput
of 800 Mbit/s), this would result in a total transmis-
sion duration of 8 ms per frame plus end-to-end de-
lays in the radio access and core network. There-
fore, depending on the experiments we conducted, we
assumed different total transmission delays ranging
from 10 to 30 ms (see Section 5.3).

4.3 Simulation Scenarios

For testing and training the fusion/detection services,
we implemented various simulation scenarios with a
variety of different traffic situations. All of those
scenarios were implemented in the Urban Tech Re-
public area, a future living and research campus lo-
cated on the site of former Tegel airport in Berlin.
The model area was created by hand using Open-
StreetMap to place roads, buildings, and trees that
match the blueprints for the future campus. Figure 6
shows an overview of the generated map.

Based on this, we implemented 16 different sim-
ulation scenarios with all different definitions of ve-
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Figure 6: An aerial view of the simulation environment
which was used to generate synthetic LiDAR data for train-
ing as well as for the evaluation.

hicular traffic. In each scenario, one or more vehicles
have been configured with LiDAR scanners to gen-
erate synthetic point cloud frames. The selection of
these vehicles was chosen so that the equipped vehi-
cles are driving close to each other or meet each other
during simulation. Especially for training the detec-
tor on fused data, it was important that there is a rough
equilibrium of frames with single vehicle sources, and
with multiple vehicle sources in the same area. In to-
tal, we generated 41,687 different LiDAR frames to
be used partially for training and evaluation.

S EXPERIMENTS & RESULTS

For an evaluation of the multi-perspective based de-
tection we compare box predictions gathered from
merged and unmerged point clouds with the ground
truth from the simulation. Here we apply proven met-
rics such as precision and recall for measuring detec-
tion quality, whereas we think that a high recall is
more important. We calculate the recall as the ratio
of actual detections compared to all existing objects
within the vehicle range (the assigned grid). Further-
more, only detections with an Intersection over Union
(IoU) value greater than 0.5 are considered. This has
the effect that position inaccuracies already negatively
affect recall.

We use this metric to measure the effects of trans-
mission delay and positioning inaccuracies on detec-
tion quality. For the experiments carried out here, we
used two versions of a Testdata scenario consisting of
two and three vehicles equipped with a LiDAR scan-
ner. In total, this simulation scenario generates 2858
LiDAR frames from two equipped vehicles, or 4287
from three equipped vehicles. The paths of the vehi-
cles were chosen in a way that they follow or meet
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each other several times during the simulation.

Before diving into the evaluation, we explain the
concept of Occlusion States inspired by the KITTI
Object Detection Challenge (Geiger et al., 2012). We
differ between four classes of occlusion for objects
(vehicles), which are in range of the equipped vehi-
cle, but might not be fully visible due to occlusion by
other objects.

* Fully Visible: The object is fully visible, no oc-
clusion at all.

* Partly Occluded: The object is partially visible,
but should still be detectable by a start-of-the-art
detection.

e Largely Occluded: The object is almost fully oc-
cluded and would be hard to detect.

* Fully Occluded/Unknown: The object is fully oc-
cluded and not visible, or there is no information
available about occlusion.

We classified all labeled objects in the ground truth
accordingly. For that we calculated a number of ex-
pected hits if no occlusion would occur and assigned
an occlusion state according to the ratio of the actual
number of hits. With a ratio of > 60 %, an object is
classified as fully visible, with > 20% it is partially
occluded, and with > 0% it is largely occluded. Ev-
erything else is classified as fully occluded or not vis-
ible. Improvements due to point cloud fusion depend
mainly on the occlusion states. Detection for objects,
which are already detectable by using the local point
cloud, can not be improved by our fusion approach.
The main goal is that largely or fully occluded objects
become visible. Therefore, a classification of results
based on these occlusion states makes sense to bet-
ter understand the operational range of the proposed
algorithms.

5.1 Point Cloud Fusion

First, we look at the main improvements that a fusion
of multiple views has on object detection. For this ini-
tial evaluation, we assume perfect conditions in terms
of positioning and sensor data transmission. In order
to measure the improvement, we calculate the average
over all recall values from the interference of each
LiDAR frame. By calculating the recall in relation
to the occlusion state, we can measure whether more
vehicles are detected when using the fusion approach.

For the case No Fusion, we use the raw frames
produced by every equipped vehicle and calculate the
recall of our detection. For the Fusion case, for each
equipped vehicle, we merge the point cloud(s) of the
other equipped vehicle(s) in range, if existing. For
each merged frame, we run the interference and use
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Figure 7: The recall - the ratio of detections compared to
existing objects - increases significantly for largely and fully
occluded objects when fusion is enabled.

the resulting recall value. Here, we calculate the recall
value for each occlusion state separately.

Figure 7 shows the effects of fusion on the aver-
age recall of our object detection. As expected, fu-
sion does not improve already well visible objects.
The main improvement can be seen in detection of
largely occluded objects. Here, the number of detec-
tions significantly increases to almost the same level
as for partly occluded objects. Furthermore, a signifi-
cant amount of previously almost invisible objects can
be detected using the fusion approach.

5.2 Positioning Errors

In a perfect environment without transmission de-
lays or positioning inaccuracies, the fusion approach
works well. Yet, in reality, vehicles cannot measure
their absolute position perfectly. Even with the best
positioning technology, a certain deviation compared
to the real position of the vehicle must be assumed.
Therefore, we test the robustness of our approach in
the context of localization inaccuracies. We used the
GNSS sensor module implemented in PHABMACS
(see Section 4) to include error models for atmo-
spheric error and shadowing, resulting in positioning
inaccuracies in the range of 0 to 1.5m around the
original position, depending on the parameterization
of the error model. We assumed only deviations in
the position and not in the orientation of the vehicles.
During the merging of frames of two or more vehicles
within range, no additional algorithms are applied to
improve the alignment of shifted frames.

Figure 8 displays the average recall of the interfer-
ence based on the new erroneous input frames. De-
pending on the strength of the positioning error, the
recall drops accordingly. Up to a deviation of 0.8 m
to the original position, the fusion still works well.
Above this value, the fusion still shows improvements
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0.0 (no Fusion)
0.0 (Fusion)
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Recall

unknown

fully visible

partly occluded largely occluded

Figure 8: The recall declines with larger positioning inac-
curacies. Still, detection benefits from the fusion if the de-
viation to the true position does not exceed 0.8 m.

for largely occluded or invisible objects, but disturbs
detection of closer objects.

5.3 Transmission Delays

In addition to positioning, a major problem in that
system is caused by communication between the ve-
hicles and the cloud instance that provides the fu-
sion and detection services. Vehicles move until point
cloud data are fully transmitted; therefore, transmis-
sion delays affect the merging process as well as de-
tection. To test the effects, we configured our commu-
nication model to produce different delays for sending
a full LiDAR scan to the fusion and detection server,
ranging from 10 to 30 ms.

Evaluating the effects of transmission delay on the
recall can be tricky, especially choosing the correct
labeled object and its ground truth position when cal-
culating the recall. For a fair comparison, we choose
to calculate the recall using ground truth positions of
the detected objects at the time the interference is ex-
ecuted. With that in mind, we expect that even in-
terference on unmerged point clouds results in worse
recall with larger delays, since ground-truth objects
have been moved since the original LIDAR scan was
recorded. Therefore, we calculate the recall for dif-
ferent expected delays for both cases No Fusion and
Fusion to compare them with each other.

By looking at Figure 9 it is apparent that short
transmission delays of up to 10ms still lead to ap-
propriate detection and high recall. As expected,
with larger delays the recall decreases due to vehicles,
which moved during the time the scan was recorded
until the time of interference. Nevertheless, a fusion
of the point cloud data always results in better re-
call values than no fusion, except for fully visible ob-
jects. We therefore conclude, that the interference on
merged sensor data works well, as long the transmis-
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Figure 9: Recall is also negatively affected by transmission
delays, but relatively stable with in the range of 10 ms to
15ms. The recall also declines in the non-fusion cases,
since ground truth vehicles move until detection takes place.

sion delays do not exceed 15 ms.

6 DISCUSSION

Our experiments showed that our approach can im-
prove the detectability of objects within certain
boundaries. In this initial work, we used syntheti-
cally generated LiDAR data from simulations, as our
approach requires sensor data from multiple perspec-
tives (existing data, such as KITTI, provide only sen-
sor data from the perspective of one vehicle). When
generating point clouds, we made various simplifica-
tions, such as neglecting reflectivity issues or weather
conditions, and adopt a rather basic 3D environment.
Therefore, our approach should also be tested with
real LiDAR data, e.g., by collecting sensor data from
test drives involving multiple vehicles.

The beneficial range of our approach is clearly
at largely occluded or invisible objects. For the de-
tection of objects that are already well visible, there
are limited enhancements. In order to improve de-
tectability of largely occluded objects, good localiza-
tion techniques are required since the approach itself
does not include point cloud matching. State-of-the-
art approaches could ensure the accuracy of the ab-
solute position within a range of 0.8 m of deviation
to the original position of the equipped vehicles. For
example, by applying localization techniques to raw
GNSS sensor data, such as point cloud alignment with
pole-like features (Li et al., 2022), the required local-
ization accuracy could be reached.

With transmission delays of up to 10 or 15 ms our
approach still works well; above that, deviations of
detections to the real object positions might become
too large. These transmission delays are mainly de-
pendent on the size of the point cloud data. Therefore,
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enough throughput of the physical medium as well as
connection to the (edge) data center is required. We
found that a throughput of 400 Mbit/s would be re-
quired for one V2N connection to meet the delay re-
quirements. With the current and future 5G communi-
cation stack and an efficient edge-cloud architecture,
these requirements are achievable from our perspec-
tive. We also believe that this approach would work
within an ITS-G5 environment, by sending the point
cloud data to designated roadside units with enough
computing power. In that case, a roadside unit would
apply the fusion and detection only for a fixed area in
which it is located, e.g., a junction.

7 CONCLUSION & OUTLOOK

In this paper, we presented a novel approach for en-
hancing object detection by merging LiDAR point
clouds from multiple vehicles. The proposed method
involves the centralized fusion of point clouds from
multiple perspectives, allowing for a holistic under-
standing of the driving environment. We separated
the approach into two steps, fusion and detection. In
the fusion process, we applied time-aware selection
techniques to deal with latencies introduced by the
transmission of large LiDAR data packets. For de-
tection, we applied proven methods for image recog-
nition which work on RGB images generated by pro-
jecting the merged point cloud data on grid cells. Our
simulation-based experiments showed that the pro-
posed centralized fusion approach works well within
limits in terms of transmission delays and localization
accuracy. Our approach improves the detectability of
largely occluded or invisible objects.

However, we recognize that further advancements
are necessary to refine the fusion and detection al-
gorithms. For example, a SLAM based approach
could help to eliminate relative positioning inaccura-
cies. We also intend to make detection more robust by
implementing object classification and object tracking
techniques. Furthermore, in the context of sensor data
generation, more realistic models and / or real multi-
perspective LIDAR data would be beneficial, in order
to make the detection model transferable to real-world
scenarios.
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