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Puns are clever wordplays that exploit sound similarities while contrasting different meanings. Such complex
puns remain challenging to create, even with today’s advanced large language models. This study focuses on
generating Japanese juxtaposed puns while preserving the original meaning of input sentences. We propose
a novel approach, applying Direct Preference Optimization (DPO) after supervised fine-tuning (SFT) of a
pre-trained language model, utilizing synthetic data generated from the SFT model to refine pun generation.
Experimental results indicate that our approach yields a marked improvement, evaluated using neural network-
based and rule-based metrics designed to measure pun-ness, with a 2.3-point increase and a 7.9-point increase,
respectively, over the baseline SFT model. These findings suggest that integrating SFT with DPO enhances
the model’s ability to capture phonetic nuances essential for generating juxtaposed puns.

1 INTRODUCTION

In recent years, natural language generation has
made remarkable advances. Large Language Models
(LLMs) have achieved significant results in various
text generation tasks, such as translation, summariza-
tion, and code generation (Zhao et al., 2023). Despite
the advances, generating humor remains a challeng-
ing task. Although it is reported that ChatGPT (Ope-
nAl, 2022) can produce humorous output, research by
Jentzsch et al. shows that novel humor creation re-
mains difficult, as much of LLM’s humor relies on
existing patterns (Jentzsch and Kersting, 2023).

One well-known form of humor is the pun, which
typically involves wordplay based on phonetic simi-
larities between words. For example, “I scream every
time I see ice cream” and “I used to be a banker, but I
lost interest” demonstrate this wordplay.

Previous research has proposed various ap-
proaches to pun generation, including database-driven
methods (Araki, 2018) and training a Transformer
on pun databases (Hatakeyama and Tokunaga, 2021).
Researchers have also tried to align pun generation
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with human preferences through two-stage tuning
using Direct Preference Optimization (DPO) (Chen
et al., 2024). However, existing methods insuffi-
ciently consider the meaning of the generated puns,
focusing mainly on creating puns that incorporate
specific input words. For instance, when trying to
generate a pun expressing “It won’t snow tomorrow,”
one might expect an output like “I guess, no snow
tomorrow.” Yet, generating such meaning-preserved
puns remains challenging in previous studies.

In this study, we focus on Japanese juxtaposed
puns, which present two phonemically similar and se-
mantically different sequences of phonemes that ap-
pear together (Yatsu and Araki, 2018). For instance,
“I scream every time 1 see ice cream” qualifies as
a juxtaposed pun since “I scream” and “ice cream”
share phonemic similarity and carry different mean-
ings. This form of wordplay is independent of cultural
background knowledge and can be evaluated based
solely on the text, making it easily applicable across
languages. In Japanese, the phrase “ffi [ {25 - R A
727 (The futon blew away; futon ga futton da) is an
example of a pun where the humor comes from the
similar sounds in the words. Even people who don’t
understand Japanese can recognize it as a pun if they
hear how it is pronounced.

Pun generation requires balancing phonetic and
semantic constraints, making it difficult to produce
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high-quality puns. Furthermore, defining clear rules
for evaluating puns is difficult because their humor re-
lies on human subjectivity. To address the challenges,
we propose a two-stage procedure. First, we perform
supervised fine-tuning (SFT) on the LLLM to learn ba-
sic pun generation skills. Next, we apply Direct Pref-
erence Optimization (DPO) (Rafailov et al., 2024) to
align the model with human preferences by introduc-
ing preference pairs generated from the SFT model
and ground truth puns.

This DPO process allows the model to align more
closely with human preferences, enabling it to capture
the essential features of puns more effectively. Ex-
perimental results show that our approach improves
the pun-ness metrics, with a 2.3-point increase in neu-
ral network-based scores and a 7.9-point rise in rule-
based scores over the baseline SFT model.

The key contributions of this study are: (i) De-
velopment of an LLM generating juxtaposed puns
while preserving sentence meaning. (ii) Proposal of
a framework for constructing pun-paraphrase pairs
from a pun-only dataset. (iii) Demonstration that
DPO-based learning with synthetic data improves pun
quality over simple supervised fine-tuning.

2 RELATED WORKS

2.1 Pun Generation

Japanese Pun Database. Araki et al. constructed a
Japanese pun database containing 67,000 entries col-
lected from web sources (Araki et al., 2018; Araki
et al., 2020). Japanese puns typically have two phone-
mically similar components: a seed expression and a
transformed expression. A seed expression consists
of one or more independent morphemes or phrases.
In contrast, a transformed expression is a phoneme se-
quence located elsewhere in the sentence that sounds
similar to the seed expression.

The database classifies puns into two categories:
juxtaposed and superposed. Juxtaposed puns, ex-
emplified by “I scream every time I see ice cream,’
explicitly contain both the seed expression (I scream)
and the transformed expression (ice cream) within a
sentence. Superposed puns, exemplified by “You’ve
got to be kitten meow!”, rely on the implicit seed ex-
pression (kidding me), which can be inferred from
background knowledge or context.

Pun Generation via GAN and Reinforcement
Learning. Luo et al. proposed Pun-GAN (Luo
etal., 2019), a system that generates English puns us-
ing a Generative Adversarial Network (GAN) (Good-
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fellow et al., 2014) and reinforcement learning. Pun-
GAN’s generator generates puns, and the discrimina-
tor determines whether the pun is machine-generated.
For human-created puns, the discriminator also iden-
tifies the meaning of the pun word. Feedback is given
as a reward based on two factors: machine-generation
detection and the ambiguity of the seed expression’s
meaning. The generator learns to maximize the re-
ward, and the discriminator learns to detect puns gen-
erated by the generator.

Pun Generation via Curriculum Learning. Chen
et al. introduced a multi-stage curriculum learning
framework to improve LLMs’ pun-generation capa-
bilities (Chen et al., 2024). Their method generates
humorous sentences from word pairs containing a pun
and an alternative word. Learning process through
DPO-based optimization: first refining puns’ struc-
tural features, then improving humor quality. This
sequential two-stage approach improves each element
progressively. Their evaluation of the method on Chi-
nese and English datasets showed superior perfor-
mance over existing models.

2.2 Preference Learning

Reinforcement Learning from Human Feedback.
Ziegler et al. used reinforcement learning to fine-tune
pre-trained language models based on human prefer-
ences (Ziegler et al., 2020). This method is known
as Reinforcement Learning from Human Feedback
(RLHF). In RLHF, a reward model is learned from
human evaluations, guiding the language model to
maximize this reward. The result is more natural text
generation with consistent stylistic elements, includ-
ing emotional expression and descriptive richness.

Direct Preference Optimization. Rafailov et al. in-
troduced Direct Preference Optimization (DPO) as
an alternative to RLHF. Unlike RLHF, DPO directly
learns user preferences using classification loss from
paired data, avoiding reinforcement learning and its
complex training processes. This simplification en-
ables stable and efficient learning. DPO has achieved
performance comparable to or better than reinforce-
ment learning methods across tasks such as sentiment
adjustment, summarization, and dialogue generation,
improving learning efficiency and task outcomes.

3 PROBLEM DEFINITION

Previous studies have focused on generating puns
by incorporating specific input words. For example,
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given weak and week, a model might generate the
pun “I lift weights only on Saturday and Sunday be-
cause Monday to Friday are weak days.” In contrast,
this research tackles generating juxtaposed puns from
arbitrary sentences, preserving their original mean-
ing. For instance, given “Seeing ice cream makes
me shout”, a model generates “I scream every time I
see ice cream.” Unlike previous studies, this approach
does not depend on explicitly provided pun words; in-
stead, it leverages phonetic wordplay to align with the
input’s semantics.

This study particularly focuses on generating
Japanese juxtaposed puns, which are popular in Japan
and have plentiful data available. For example, given
the input “#i[H23RA TV & % L 7=” (futon ga tonde
ikimashita; the futon flew away), the model generates
the pun “fiH2SR - AT (futon ga futton da; the
futon blew away). o

4 METHOD

4.1 The Pun Paraphrase Dataset

In this study, we explore the task of generating
Japanese juxtaposed puns from arbitrary Japanese
sentences. To fine-tune a pre-trained language model
through supervised learning, a dataset with paired
puns and their paraphrased versions is required.

To create the dataset, which we call the pun para-
phrase dataset, we generated pairs of puns and their
paraphrased versions using the pun database (Araki
et al., 2018), a resource composed solely of puns.
This database contains juxtaposed puns, their struc-
tural information, and human evaluations.

4.1.1 Splitting the Pun Dataset

First, we have split the pun dataset into training, val-
idation, and test sets. Random splitting could cause
data leakage. In the context of puns, due to common
set phrases and popular expressions, similar or identi-
cal puns often appear multiple times in the dataset. If
such related puns appear across different splits, per-
formance metrics might be inflated, reflecting memo-
rization instead of generalization. To address this, we
developed a specialized splitting method.

We have divided the puns in the database into
groups. Let d(S,T) denote the edit distance between
Sand T, and E(S) represent the set of seed and trans-
formed expressions of pun S. For any two juxtaposed
puns S and 7, we have grouped them if d(S,T) < 4
and there exists € E(S),7 € E(T) such thatd(s,1) < 1.
This approach aggregates similar puns.

Next, we have assigned each group to the train-
ing, validation, or test set, ensuring that similar puns
stayed within one set. This minimizes data leakage.
We have split the dataset into training, validation, and
test sets in a ratio of 90:5:5, resulting in 58,193 /3,165
/3,164 puns, respectively.

4.1.2 Paraphrasing

To paraphrase the puns, we have filtered the database
for entries with an average annotator score of 2 or
higher on a 5-point scale!. This resulted in 62,429
puns for paraphrasing. The entire dataset was also
used for training neural network-based pun detection
in Section 6.1.

For paraphrase, we have used GPT-40 mini (gpt
-40-mini-2024-07-18) (OpenAl, 2024b) and gen-
erated 10 paraphrases for each pun, specifying 10
styles: standard, colloquial, formal, descriptive, po-
etic, concise, for children, exaggerated, negative, and
positive. The prompt is available online? (Prompt A).

This yielded 645,008 pairs of puns and para-
phrases. We have selected pairs meeting both criteria:

* Cosine similarity between their text embedding
vectors generated by text-embedding-3-larg
e (OpenAl, 2024a) is 0.7 or higher.

* Normalized edit distance is 0.5 or higher

To prevent imbalance, we have randomly selected
up to three paraphrases per pun from filtered re-
sults. This resulted in 172,167 pairs of puns and para-
phrases, split into training, validation, and test sets
containing 155,779 / 8,161 / 8,227 pairs, respectively.

4.2 Training a Pun Generation Model

We aim to develop a language model that transforms
input sentences into juxtaposed puns while preserv-
ing their meanings. The model is trained through the
following main steps:

1. Supervised fine-tuning (SFT) of a pre-trained lan-
guage model using the pun paraphrase dataset to
enable it to generate pun-style sentences. We call
this model the SFT model.

2. Inference on the training and validation sets using
the SFT model.

3. Further optimization with Direct Preference Op-
timization (DPO), using the SFT model outputs

IThe scoring scale: 5 (very funny), 4 (funny), 3 (av-
erage), 2 (unfunny), 1 (very unfunny or not a pun) (Araki
etal., 2018).

2The prompts used in this study can all be found here:
https://link.trpfrog.net/pun-ish
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labeled as dispreferred and ground truth puns la-
beled as preferred, to enhance generation quality.

While SFT enables language models to generate
pun-style text, ensuring high-quality outputs remains
challenging due to the difficulty of creating a complex
pun structure while preserving meaning. Therefore,
we apply DPO using paired SFT outputs and ground
truth puns to enhance the model’s understanding of
pun structure and content.

4.2.1 Fine-Tuning with Pun Paraphrase Dataset

For supervised fine-tuning in pun generation, we use
the pun paraphrase dataset created in Section 4.1. By
training on pun-paraphrase pairs, the model learns
to transform input sentences into puns while main-
taining their meaning. The specific prompt and re-
sponse templates for this training are available online
(Prompt B).

4.2.2 Inference with the SFT Model

We apply the SFT model to generate puns from the
pun paraphrase dataset’s training and validation sets.
The generated puns are combined with their corre-
sponding input paraphrases and ground truth puns,
forming a triplet. We call this the pun preference
dataset, used for subsequent preference training.

4.2.3 Preference Training

While SFT enables basic pun-style text generation,
achieving high-quality outputs requires additional op-
timization. Effective pun generation demands not
only stylistic transformation, such as replacing the
original expressions with conversational ones fre-
quently found in Japanese puns, but also meaning
preservation and clever wordplay that reflects the
characteristics of puns. We address this challenge
through Direct Preference Optimization (DPO).

DPO improves model performance by maximiz-
ing the probability gap between preferred and dis-
preferred outputs. However, focusing solely on this
probability gap can decrease the absolute probabil-
ity of preferred outputs during training. For exam-
ple, even if the probability of both the preferred and
dispreferred outputs decreases, the DPO loss is mini-
mized as long as the probability gap increases. To ad-
dress this limitation, we used the APO-zero loss func-
tion from Anchored Preference Optimization (APO)
(D’Oosterlinck et al., 2024). APO-zero is designed to
increase the probability of the preferred output while
decreasing the probability of the dispreferred out-
put. It is particularly effective when ground truth data
quality exceeds model output quality. In our case, it
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is effective because the ground truth puns have higher
quality than the SFT model-generated puns.

By using DPO with APO-zero, we enhance the
model’s pun generation capability beyond basic SFT.
In this stage, we use the pun preference dataset gen-
erated in Section 4.2.2. We label the outputs from the
SFT model as dispreferred texts and the original puns
from the pun database as preferred texts. This com-
parison between model-generated puns and human-
created ones enables the model to learn subtle nu-
ances, helping it generate high-quality puns with a
nuanced understanding of pun structures, rather than
simply replicating stylistic elements.

S EXPERIMENT

Supervised Fine-Tuning. In our experiments, we
first fine-tuned the Japanese version of the Gemma 2
2B model (google/gemma2-2b-jpn-it) on the pun
paraphrase dataset (Section 4.1) for five epochs using
LoRA (Hu et al., 2022) with rank » = 16, o = 64, and
dropout = 0.1. The batch size was eight, the learning
rate was 3 X 1075 with AdamW, and a cosine anneal-
ing scheduler with a 10% warmup ratio was applied.
The model from the second epoch, achieving the low-
est validation loss, was selected. For inference to cre-
ate the pun preference dataset, puns were generated
with a temperature of 0.8 and top-p = 0.8.

Fine-Tuning with DPO. Building on the super-
vised fine-tuned model, we trained it with DPO for
two epochs using LoRA with rank r = 16, o = 64,
and dropout = 0.1. The batch size was two, with gra-
dient accumulation steps set to four. The maximum
learning rate was 1 x 10~7 with AdamW, and a cosine
annealing scheduler was applied, with the first 10% of
steps used for warmup. For DPO, we used APO-zero
as the loss type, with a beta value of 0.5.

Text Generation. We used top-p sampling (p =
0.8) with a temperature of 0.8 to generate puns. For
comparison, GPT-40 (gpt-40-2024-11-20) (Ope-
nAl, 2024c) was employed under identical settings.

6 EVALUATION

This study automatically evaluated the generated puns
using several metrics.

Edit Distance. Edit distance, a metric for measur-
ing string similarity, was used to evaluate the similar-
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ity between generated and reference puns. We also
calculated it for the Romanized forms of the puns,
where Japanese text is transliterated into Latin charac-
ters (e.g., “®» D A3& 57 (thank you) becomes “ariga-
tou”). Since Romanization reflects the phonetic fea-
tures of Japanese, this evaluates phonetic similarity.

Semantic Similarity. To evaluate the semantic sim-
ilarity between the input sentence and generated pun,
we used OpenAl’s text-embedding-3-large em-
bedding model (OpenAl, 2024a). Cosine similarity
between the embeddings of the input and the gener-
ated pun served as the semantic similarity metric.

Pun-ness. We evaluated the pun-ness of the gener-
ated text using a neural network-based pun detector, a
rule-based pun detector, and a pun DB-based metric.
Details are provided in Section 6.1.

LLM-as-a-Judge. To evaluate the quality of gener-
ated puns comprehensively, we used LLM as an au-
tomated evaluator, comparing our model to baselines
on semantic similarity, pun quality, humor, and over-
all quality. Details are provided in Section 6.2.

6.1 Pun-ness

Neural Network-Based Pun Detection. We used
the Convolutional Pun Detection Network (CPDN)
(Minami et al., 2023) to detect juxtaposed puns. Jux-
taposed puns feature words with similar phonemes.
CPDN detects puns by leveraging this characteris-
tic. Table 1 shows the results of the pun classifier.
We used the percentage of texts identified as puns by
CPDN as the neural network-based pun-ness.

Rule-Based Pun Detection. We used DaaS, a rule-
based pun detector (Ritsumeikan University Dajare
Club, 2020). DaaS processes text into readings and
morphemes, checking for puns via overlapping mor-
phology, exact character matches, or phonetic simi-
larities. We used the percentage of texts identified as
puns by DaaS as the rule-based pun-ness.

Pun DB-Based Metrics. We also evaluated pun-
ness using the minimum normalized edit distance be-
tween the Romanized form of a generated pun and
puns in the pun database. Let z, be the Romaniza-
tion of text z. The pun DB-based pun-ness in the pun
database D is defined as follows.

EditDist ty,d,
Pun-nessy(t) = min itDistance(t;,d,)
dep  max(|ty|,|dy|)

)

Table 1: Classification performance of the CPDN and DaaS
pun classifier.

Precision Recall F1
CPDN (NN-based) 0.927 0.898 0.913
DaaS (Rule-based) 0.761 0.812 0.786

6.2 LILMe-as-a-Judge Evaluation

We employed an automated evaluation method us-
ing large language models (LLMs), based on a previ-
ous study showing that strong LL.Ms can approximate
human judgments with high agreement rates (Zheng
et al., 2024). We used OpenAl’s GPT-40 (gpt-40-2
024-11-20) as the evaluator with a temperature pa-
rameter of 0 to ensure consistency.

We compared outputs from four sources: our pro-
posed model, the base model, the SFT model, and
ground truth puns, through pairwise comparisons.
Each evaluation involved a randomly sampled tuple
(Input, Output A, Output B) from the test set, with
500 tuples per model pair. To avoid self-enhancement
bias, we excluded GPT-40 outputs. To minimize po-
sition bias, we alternated output order and recorded
draw in case of conflicts.

Outputs were evaluated on four criteria: semantic
similarity to the input, quality as a juxtaposed pun,
humor, and overall quality. The evaluator selected the
better output or considered both acceptable. The eval-
uation prompts are available online (Prompt C).

7 RESULTS AND DISCUSSION

7.1 Quantitative Evaluation

Table 2 shows the results of the quantitative evalu-
ation. Fine-tuning the Japanese Gemma 2B model
with our pun paraphrase dataset outperformed GPT-
40 across most metrics, except for semantic similar-
ity. It indicates that our dataset, designed for generat-
ing puns, helped the model learn pun-ness effectively.
In contrast, GPT-40 emphasized semantic similarity
over pun-ness, resulting in higher semantic similarity
scores. High semantic similarity can limit the flexibil-
ity required for puns, as seen in GPT-40’s results. The
results suggest that GPT-40 shows lower pun-ness,
while our model achieves higher pun-ness with lower
semantic similarity than GPT-4o.

Additional training with DPO enables our model
to surpass baseline scores on all three pun-ness met-
rics. We attribute this to DPO’s preference learning
approach, which captured pun characteristics that su-
pervised fine-tuning alone was unable to capture.
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Table 2: Quantitative evaluation results for pun generation. Bold indicates the best value, underline the second-best, excluding
Input and Ground Truth rows. Semantic denotes the semantic similarity between the input sentence and the generated pun.
NN, Rule, and DB denote the neural network-based, rule-based, and pun DB-based pun-ness metrics, respectively.

Edit Distance (1) Semantic (1) Pun-ness

Original Romanized NNty Rule(t)y DB )

GPT-40 (gpt-40-2024-11-20) @1-shot 0.702 0.610 0.863 0.273 0.197 0.562
7777777777 Base model @1-shot | 0.814 ~ ~ 077000 ~ ~ ~ 0.664 ~  0.098  ~ 0.072 ~ 0576

SFT only @0-shot 0.575 0.465 0.813 0.753 0.500 0.401

Ours (SFT + DPO) @0-shot 0.604 0.473 0.738 0.776 0.579 0.394
T Input (Testset) | 0.626 ~ ~ 0545~~~ 1.000 ~ ~ 0.349  ~ 0.209 = 0.507 ~

Ground Truth (Test set) 0.000 0.000 0.803 0.905 0.826 0.000

Table 3: Comparison results of generated text, judged by
GPT-40. Win represents better performance, Draw equal
performance, and Lose worse performance of our method.
Bold indicates the best value, underline the second-best.

Metric Ours vs Win Draw  Lose
Semantic Base Model ; 0.312 0.184 0.504
Similarity SFTonly | 0.106 0.286 0.608

Ground Truth 1 0.044 0.208 0.748

Juxtaposed Base Model : 0.898 0.072 0.030
Pun Quality SFTonly | 0.654 0.258 0.088
Ground Truth | 0.318 0.264 0.418

Base Model 1 0.676 0.154 0.170

Humor SFTonly ! 0.662 0.220 0.118
Ground Truth l 0.338 0.200 0.462

Overall Base Model | 0.632 0.218 0.150
lit SFTonly 1 0.652 0.212 0.136
Quality G ound Truth ' 0.274 0.220  0.506

Our model’s outputs showed lower semantic simi-
larity to the input than the SFT model’s outputs. This
may be attributed to the preference dataset, where
ground truth puns exhibited lower semantic similarity
than the SFT model’s outputs. As a result, the model
guided by DPO learned to favor lower semantic simi-
larity, prioritizing pun characteristics.

7.2 LLMe-as-a-Judge Evaluation

Table 3 shows the results of the LLM-as-a-Judge eval-
vation. In the LLM-as-a-Judge evaluation, our pro-
posed method outperformed baselines in juxtaposed
pun quality. While quantitative metrics indicate slight
improvement over the baseline SFT model, LLM-as-
a-Judge evaluations suggest that our method’s puns
exhibit markedly more pun-ness given the same in-
put. It shows the effectiveness of our approach.

Furthermore, the proposed method greatly ex-
ceeded the baselines in humor and overall qual-
ity metrics. This suggests that preference learning
through DPO helped capture not only structural ele-
ments of pun-ness but also nuances of humor. This
result is noteworthy because it not only applies to pun
generation but also makes a meaningful contribution
to the broader field of humor generation.
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Although pun generation remains challenging for
LLMs, we used an LLM to evaluate puns. When com-
paring our model’s outputs to human-created ground
truth, we observed that Lose received the highest eval-
uation rate. This suggests that GPT-40 can effec-
tively evaluate puns, supporting its use as a metric.
While further investigation is required, LLM-based
pun evaluation appears to be a viable option.

7.3 Observations from Examples

Table 4 shows examples of generated puns. The
example “EY S BRE » o7, 5% » KA
(Moyashi tabechatta, mou yaa shitten!; I ate the bean
sprouts, oh no, a point lost!)”. This example high-
lights the model’s ability to generate unique puns
by leveraging phonetic similarities, such as between
“moyashi” (bean sprouts) and “mou yaa shitten” (oh
no, a point lost). Notably, “mou yaa shitten” is an un-
common colloquial phrase in Japanese, intentionally
chosen here to align with “moyashi” and enhance the
pun’s effect.

While effective, adding “mata” (% 7z, again) to
“moyashi tabechatta” (I ate the bean sprouts) to form
“Mata moyashi tabechatta” (£7=EY > BXRE 2 o
7z, I ate the bean sprouts again) could improve se-
mantic similarity without reducing pun quality. This
suggests the model has yet to fully balance pun-ness
and semantic similarity.

Another example shows that our model produced
a better pun structure than the ground truth.

Neta  dukuri ya  wa neta shokunin ya

Ours: FZfEH B BELBA < !
content make specialist is slept craftsman 5 Kansai

or ideas dialect ending
Neta shokunin wa neta shokunin desu

Ground Truth: % & BN 3E L BA T3

contentcraftsman is slept craftsman polite
or ideas ending

This output of our model uses “Neta....ya,” as a
seed expression. In contrast, the ground truth relies
only on “Neta.”> Generally, creating puns with long

3«Shokunin” does not meet the criterion of possessing
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Table 4: Examples of generated puns. Romanized expressions and English translations were manually annotated. Parentheses
() and square brackets [ ] in Romanized expressions indicate the seed and transformed expressions. Pun? indicates if the text
is a pun, and Sim. ? indicates if it functions as a paraphrase of the original. v" denotes a positive result. Numbers in parentheses
in Pun? show the phoneme count of the seed (greater is better). A\ in Sim.? indicates unclear or uncertain similarity. GT

denotes the ground truth. Note that Pun? and Sim.? evaluations in this table are based on the authors’ subjective judgment.

Japanese (Model Output) Romanized Expression English Translation Pun?  Sim.?
Input | 5 —EEYIEABNT, £/ K Mouichido moyashi o tabete, mata daiship- I ate bean sprouts once again and made a big N/A
,,,,, KMLTLEoL!  peishiteshimamal _  __ miswkeagain!
GPT-4o | EY> %25 —EANLS, $%  (Moya)shi o mou ichido tabetara, [moya] ~When I ate bean sprouts once more, I ended ~ v/(4) v
HRo b REMLB o7z | moya tto dai shippai shichatta! up making a big mistake in a moyamoya
way! [*1]
Base Model | &5 —[A, €Y% AT, Zd Mou ikkai, moyashi o tabete, sono shippai 0 Let’s eat bean sprouts once more and spend A
KERNCE->TBZZS | 0oi ni waratte sugosou! our time greatly laughing at that failure!
SFT Model | E¥Y > ZF7AXRT, > LW (Moyashi) wo mata tabete, [moyashii]! I ate bean sprouts again, it’s moyaccy! [*2] V(1)
Ours Eﬂ” SAENB S o7, I35k (Moyashi) tabechatta, [mou yaa shi]tten! I ate bean sprouts, oh no, a point lost! V() A
!
T T TGT| ¥/ EYSAEST. £75%. (Mata, moyashi ku)tte, [mata moya, I ate bean sprouts again, and once more, I v(13) v
L 27z shiku]tta. failed.
Input | ARAAKIED L—R1E, $5TH Musuka taisa no muusu wa, marude ishi no  Colonel Muska’s mousse is as hard as a N/A
,,,,,, DESEE,  __ _ younmikawi __________store.
GPT-40 | LADKED L — A0 ? ZHUId  (Musuka) taisa no muusu ka? Sore wa mou, Colonel Muska’s mousse? It might be a v (6) VAN
. ADL—AmdDi! ishi no [muusu kaJmo ne! stone mousse!
Base Model | &2 H KIED L — 21X, £%TH  Musuka taisa no muusu wa, marude ishi no  Colonel Muska’s mousse is as hard as a v
DX you ni katai! stone!
SFT Model | & 25 KIED 21— R [ED (Musuka) taisa no [muusu ka]tame Colonel Muska’s mousse hardening. v (6) v
R R e (Musuka) aisa o fmuwsu ka)___ Colonel Muska's mousse? /(6 _ 4
GT | 2 A KIED b — 2N X, (Musuka taisa) no [muusu katai sa]. Colonel Muska’s mousse is hard. v(11) v
Input | X EZ{EZHAE. FiZE TS  Neta o tsukuru shokunin wa, jitsu wa nete A craftsman who creates ideas is, in fact, a N/A
,,,,, WAre, - irishokuninda. craftmanwhosleeps.
GPT-4o | A X Z{EBMANE. Fi& T87/2) (Neta) o tsukuru shokunin wa, jitsu wa A craftsman who creates ideas is, in reality,  v(4) A
BN, [neta] o tsukuru shokunin da. a craftsman who creates “sleep.”
Base Model | Tfi ! Ryoukai! Understood!
SFT Model | 3 Z{Eb 232 ANIZ, 872 (Neta) dukuri ga tokui na hito wa, [neta] Those skilled at creating ideas are sleeping  v/(4)
shokunin craftsmen.
o _Ques | ARMEDERBLMAD!L ___ (Neta) dukuri(ya) wa [neta) shokunin [ya]! _ Anidea-maker is a sleeping crafisman! __ v(6) _ v
GT | XWX, BB ATT (Neta) shokunin wa, [neta] shokunin desu An idea-maker is a sleeping craftsman! v v

*Note 1: In Japan, moyamoya is an onomatopoeic term for a vague feeling of unease or frustration. Note 2: moyashii is not a valid word.

seed and transformed expressions is more challenging
than with shorter ones. This example suggests that
our approach could help future language models cre-
ate more complex puns, possibly even more sophisti-
cated than humans.

8 CONCLUSION

In this study, we proposed a method for generat-
ing juxtaposed puns by applying Direct Preference
Optimization (DPO) following supervised fine-tuning
(SFT). We constructed a pun paraphrase dataset from
an existing pun database, enabling the model to
learn pun characteristics more effectively. Using this
dataset, our fine-tuned Japanese Gemma 2B model
outperformed GPT-40 in pun-ness metrics, even with-
out applying DPO. The subsequent DPO training,
which used both the SFT model’s outputs and ground
truth, enhanced pun quality. Specifically, we observed
a 2.3-point increase in the neural network-based pun-
ness score and a 7.9-point increase in the rule-based
score compared to the baseline SFT model. Evalu-

a distinct meaning. Therefore, it cannot be classified as a
seed and transformed expression in this context.

ations conducted by GPT-40 also confirmed that our
proposed method outperformed other approaches in
humor and overall pun quality.

Future research could refine the pun paraphrase
dataset and leverage multi-stage training to better bal-
ance pun-ness and semantic similarity. Methods such
as reinforcement learning, which treat pun-ness and
semantic similarity as dual objectives, have the po-
tential to enhance performance systematically. How-
ever, multi-objective optimization is a challenging
problem, including in the context of reinforcement
learning, requiring continuous and iterative efforts to
achieve a reasonable balance. Conducting compre-
hensive human evaluations is likely to validate hu-
mor quality further and reveal nuanced linguistic as-
pects. Extending this framework to diverse linguis-
tic and cultural contexts is critical for assessing its
generalizability beyond Japanese. Additionally, our
method’s simplicity suggests applicability to other
forms of wordplay, from varied humor to poetic ex-
pressions. A broader investigation into these areas
could reveal how much this approach generalizes be-
yond puns, contributing to a deeper understanding of
the creativity of LLMs.
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