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Abstract: The rapid evolution of large language models has transformed the landscape of Artificial Intelligence-based
applications, with ChatGPT standing out for generating text that feels human-like. This study aims to assess
ChatGPT’s reliability and consistency when creating biographical texts. The paper focuses on evaluating how
precise, consistent, readable and contextually appropriate the model’s biographical outputs are, taking into ac-
count various interactions and inputs. The input consisting of a biographical text dataset, specific rules and a
prompt was used in an extensive experimentation with ChatGPT. The model’s performance was assessed using
both quantitative and qualitative measures, scrutinising how well it maintains consistency across different bio-
graphical scenarios. This paper shows how greater coherence and accuracy in text generation can be achieved
by creating detailed and structured directives. The significance of this study extends beyond its technical as-
pects, as accurate and reliable biographical data is essential for record-keeping and historical preservation.

1 INTRODUCTION

Biography writing has long been vital to understand-
ing influential lives but traditionally requires labor-
intensive research and meticulous fact-checking. The
introduction of ChatGPT simplifies this process,
though variability in the generated outputs could af-
fect the AI’s credibility and user trust. This study
aims to investigate whether factors such as the time of
day, rule complexity and the AI’s interpretative ability
contribute to these inconsistencies and suggest strate-
gies to enhance the reliability of AI-generated bio-
graphical information.

A notable factor that may influence output consis-
tency is the time of day users interact with ChatGPT.
Global user activity may lead to server congestion
during peak times, particularly when high demand in
the US coincides with UK afternoon hours, possibly
impacting performance. Previous research suggests
that server load fluctuations can affect AI accuracy
and response times (Aslam and Curry, 2021). This
paper aims to explore the impact of the variations
in server load at different times on the consistencies
in biographical outputs, thereby determining whether
timing affects reliability.
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Another critical consideration is the complexity
and volume of interpretative rules ChatGPT must fol-
low. As the number of specific instructions increases,
so does the likelihood of inconsistency due to the
AI’s limited capacity to process simultaneously and
prioritise numerous rules, leading to errors in output
(Kshetri, 2023). This study assesses how variations
in rule volume affect ChatGPT’s capacity to produce
accurate biographical entries consistently.

The last factor is the AI’s capacity to comprehend
and apply rules correctly, crucial for achieving reli-
able outputs. Misinterpretations or incomplete appli-
cations of rules can lead to inconsistencies, emphasiz-
ing the need for a robust feedback mechanism to ver-
ify rule adherence. Such a mechanism, similar to code
validation systems, could help the AI clarify and fol-
low guidelines accurately, enhancing the consistency
and dependability of its responses (Steiss et al., 2024).

Based on the reasons outlined above, this research
aims to achieve three objectives: (I) assess the im-
pact of time of day on biographical output reliability;
(II) evaluate the relationship between rule complex-
ity and output consistency; and (III) investigate the
AI’s rule comprehension and potential for feedback-
driven improvement. Using a mixed-methods ap-
proach, biographical entries were generated at set in-
tervals throughout the day, with varied rule sets to
assess adherence and output quality. By analysing
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the consistency of outputs, this study aims to deter-
mine factors that enhance or hinder the quality of bi-
ographical content generated by ChatGPT. The find-
ings will offer insights for optimising AI performance
and guiding future improvements in the development
of reliable AI-generated biographical content.

2 LITERATURE REVIEW

Natural Language Processing (NLP), a branch of ar-
tificial intelligence (AI) focuses on developing mod-
els and algorithms that enable machines to process,
understand and generate text naturally. Its founda-
tion is built on a variety of linguistic theories and
computational techniques (Jurafsky, 2000). Initially
heavily reliant on fixed rules, NLP struggled with
deeper nuances in languages and context (Reither and
Dale, 2000), leading to advancements through statis-
tical models and machine-learning techniques.

The introduction of the transformer architecture
(Vaswani, 2017) revolutionised NLP with its self-
attention mechanisms, enabeling models to capture
complex dependencies by processing the entire se-
quences of words simultaneously. The architecture
led to more sophisticated language models like BERT
(BidirectionalEncoder Representations from Trans-
formers) and GPT (Generative Pre-trained Trans-
former). BERT uses a bidirectional approach to pre-
train, enabling it to understand contexts from both di-
rections (Kenton and Toutanova, 2019). GPT is pre-
trained on a vast amount of data to be able to gen-
erate coherent and contextually relevant text and im-
ages. In 2020, GPT models were one of the largest
and most powerful AI models with an impressive 175
billion parameters in GPT-3 ((Brown, 2020), (Wu
et al., 2023)). Estimations done in 2023 state that
ChatGPT4 has approximately 1.8 trillion parameters -
with the architecture consisting of eight models, with
each internal model made up of 220 billion parame-
ters (Howarth, 2024).

GPT has found extensive applications in health-
care, particularly through AI chatbots, used for pre-
liminary patient consultations (Oh, 2022) which ef-
ficiently collect patient information and provide ba-
sic medical advice. Also, GPT tools could also com-
plement the traditional therapy methods as conversa-
tional agents in administering cognitive behavioural
therapy (CBT) to individuals experiencing mild to
moderate mental issues (Jiang et al., 2024).

Research by (Rao et al., 2023) assessed GPT’s ef-
fectiveness in clinical decision support, particularly
in radiology, by examining its ability to recommend
suitable imaging services for breast cancer screen-

ing and breast pain evaluation. (Jiang et al., 2024)
explored how ChatGPT navigates large volumes of
medical literature, effectively identifying trends and
distilling essential findings to facilitate research. Be-
yond research, (Saleem and Khan, 2023) highlighted
its role in simulating patient interactions for medical
students, by generating realistic patient scenarios.

GPT-based tools have also been used in education
with (Holmes et al., 2019) explaining how these sys-
tems offer customized learning experiences to each
student’s pace and learning style. (Rudolph et al.,
2023) also emphasised this point, examining how
chatbots are used in providing support for students.
These claims are supported by (Crow et al., 2018),
who describes how GPT could assist students in sim-
plifying complex concepts by providing explanations
and illustrative examples. Aside from learning, GPT
can be used in administrative positions by reduc-
ing burdens on educators (Roll and Wylie, 2016).
(Madunić and Sovulj, 2024) discusses how it helps in
developing lesson instruction materials, lesson plans
and educational resources.

(Htet et al., 2024) discusses the use of GPT-based
tools in the commercial sector, helping businesses to
optimise their marketing strategies and reach their tar-
get audience. By automating processes, companies
can allocate resources more efficiently to critical areas
of operation (Bansal et al., 2024). Professionals can
also get their ideas and innovations refined by the use
of GPT tools in creative industries (Sarrion, 2023).

GPT-based tools have also been used in generating
biographical outputs. For instance, (Xie et al., 2024)
fine-tuned GPT-3 on a dataset of historical figures’
biographies, which shows that fine-tuning improves
the generated outputs. (Rashid et al., 2024) also sug-
gested that educational institutions can use GPT mod-
els to create biographical content for teaching mate-
rials. Moreover, (Bender et al., 2021) stressed the
importance of implementing robust fact-checking and
bias mitigation strategies to ensure the ethical use of
the GPT models.

In the overall aspect of content creation, GPT-
based tools help in services like information discov-
ery, valuable text generation, reference assistance,
and even the development of guides and tutorials (Ali
et al., 2024).

3 METHODS

3.1 Overview

This study aims to systematically examine how the
following factors influence GPT-generated output, us-
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ing biography writing as an example: the timing of
user interactions with the AI system, the complexity
of interpretative directives the AI is programmed to
follow, and the system’s capability to accurately in-
terpret and apply these directives. To address this re-
search problem, the methodology is designed to offer
a comprehensive analysis of these factors and their
influence on the consistency of AI-generated outputs.
The study first examines the hypothesis that time-of-
day interactions impact system performance due to
fluctuations in server load. Next, it addresses how
the complexity of the interpretative rules that the AI
must process affects output; as the number and com-
plexity of these rules increase, the likelihood of errors
and inconsistencies in outputs rises correspondingly.
Finally, the study assesses the AI’s ability to compre-
hend and implement these rules accurately, as insuf-
ficient understanding can lead to inaccuracies and in-
consistencies.

3.1.1 Data Collection and Experimental Design

To test the hypotheses, an experimental setup was de-
signed to collect the necessary data. These steps in-
clude the following:

• Time-Based Data Collection: To investigate the
impact of time on output variability, outputs will
be generated at various times throughout the day.
This will be done over 14 days (2 weeks) to ensure
that we have a robust data set.

• Rule Complexity Testing: GPT will be provided
with tasks of varying rule complexity. These tasks
will range from simple rules to highly complex
structures. The outputs will then be assessed to
analyse the impact of rule complexity.

• Rule Comprehension Analysis: A set of rules has
been designed with varying levels of complex-
ity. GPT’s ability to comprehend and apply given
rules will be tested, and the outputs will be anal-
ysed for consistency and accuracy.

3.1.2 Data Processing and Pre-Analysis

Following data collection, the subsequent phase en-
tails processing the data in preparation for analysis.
This stage includes:

• Data Cleaning: Ensuring the dataset is free of
errors, duplicates and inconsistencies is essen-
tial for preserving data integrity and ensuring re-
liable results during analysis. This process in-
volves correcting inaccuracies, such as updating
misrecorded job titles, eliminating redundancies
to avoid repeated information and verifying con-

sistency in key details like job roles and career tra-
jectories across the dataset.

• Categorisation and Tagging: Data will be system-
atically categorised according to variables such
as time of day, rule complexity or clarity of rule
comprehension. Tagging in this manner aids in
streamlining the analysis process and enables the
extraction of meaningful correlations. Each entry
is tagged with the recording time and rule com-
plexity. The rule sets have been divided into four
(ranging from simple to complex):
Rule set 1 - Word count;
Rule set 2 - word count and biographical struc-
ture;
Rule set 3 - word count, biographical structure and
biographical style;
Rule set 4 - word count, biographical structure,
biographical style and use of language.

• Correlation with Performance Metrics: The bio-
graphical data outputs will be examined to global
server performance metrics, including perfor-
mance time and server load, to assess whether
these variables exhibit a relationship with output
variability.

3.2 Rules

As this research aims to evaluate ChatGPT’s ability
to generate biographical texts that adhere to specified
rules on structure, length, tone and neutrality, a few
sets of rules have been created to assess the reliability
of ChatGPT responses critically.

Using these instructions please write a factual re-
port on the parliamentary candidate below of no
more than 250 words using the past tense and
British English spelling and grammar. You should
assess the data neutrally, use a boring and non-
contentious writing style and remove any self-
promotion. Do not include the fact that the parlia-
mentary candidate is a prospective parliamentary
candidate. Avoid including dates.
Biography Structure.
The biography should always start by evaluating
the most significant career achievements of the
candidate. It then should state the candidate’s po-
litical experience level and give examples of any
significant achievements. It should then give de-
tails of any community or voluntary role and asso-
ciated achievements made by the candidate. Lastly,
it should describe any significant political interests
and evidence for them.
Biography Style.
Use a simple clear neutral writing style, this is the
most important rule. It should be written in the
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past tense. Use an analytical style with insights
and statements supported by specific facts. Use a
themed approach, do not write as a historical nar-
rative. Do not make value judgments, only report
facts. Please use British English spelling and gram-
mar, for example for words such as ’organisation’
and ’specialised’. Do not mention that they have
been a prospective parliamentary candidate. Please
use a candidate’s name only at the very start of the
candidate biography. After that, please use pro-
nouns such as he or she as appropriate.
Use of Language.
The following words are prohibited in the output,
always find an alternative:- political vistas, politi-
cal domain, multifaceted, societal, transitioning.
Please substitute the phrases, words and characters
below with the value after the symbol ’=’
With a background deeply embedded in = With a
background in
His political interests included = His political in-
terests are likely to include
Her political interests included = Her political in-
terests are likely to include
illustrating her commitment to = illustrating her fo-
cus on
Political Journey = Political Career
demonstrating a commitment to = with a focus on
evidencing = showing
underscored = showed
underscores his multifaceted approach = shows his
approach
showcased = showed
showcases = shows
ascended = advanced
showcasing = showing
dedication = focus
manifested = shown
characterized = characterised
emphasizing = emphasising
organizations = organisations
recognizing = Recognising
journey = activity
fueled = strengthened
In the realm of = In terms of
political journey = political experience

Alongside the rules, ChatGPT was provided with
detailed biographical information about various in-
dividuals whose details are publicly available on-
line. This data was vital for the model to create ac-
curate and meaningful content, offering a compre-
hensive understanding of each person’s career mile-
stones, achievements and significant roles. With this
rich background, ChatGPT could craft biographies
that accurately reflected the individual’s contributions
and accomplishments. This information was key in
helping the model seamlessly integrate specific de-
tails into a well-structured and compliant narrative.

A scoring rubic was designed to measure Chat-

GPT’s compliance with the rules listed below:

1. Word Count - Ensure the biography is concise,
aiming for 200-250 words.

2. Biography Structure - Follow the specified struc-
ture strictly.

3. Biography Style - Maintain a neutral, professional
tone with British English spelling and grammar.

4. Use of Language - Avoid the prohibited words and
phrases. Ensure clarity and coherence.

To evaluate the generated biography based on the
above criteria, any deviation from the provided rules
are examined and a score to each criterion is assigned
as per the table 1.

3.3 Iterations

3.3.1 Iteration 1

The evaluation begun by designing a prompt with
clear guidelines designed to shape the content’s
length, structural organisation, stylistic tone and lan-
guage precision. The prompt also included compre-
hensive biographical data on a person (with available
information online), ensuring that the model had ac-
cess to an extensive knowledge base for generating
meaningful and detailed biographies. The prompts
were presented in an unstructured format to evalu-
ate ChatGPT’s interpretive abilities and adherence to
the specified rules. In this iteration testing involved
submitting prompts with these detailed instructions at
regular intervals over 24 hours.

Results showed that while the model could gener-
ate generally accurate and coherent content, it often
deviated from the rules. Common issues included in-
consistent word count, unintended inclusion of dates,
and variations in tone and structure, as shown in ta-
ble 2, all of which impacted the clarity and profes-
sionalism of the output. These findings highlight the
model’s limitations in strictly following complex in-
structions, emphasising the need for further tuning
and refinement. Given the low quality of the output at
this stage, the human review is needed to ensure high-
quality and rule-compliant text, especially in contexts
where precision and adherence to specific standards
are critical.

3.3.2 Iteration 2

In this iteration, adjustments were made to improve
ChatGPT’s adherence to specific guidelines, address-
ing earlier issues with word count, date inclusion and
the use of prohibited words. The rules were reorgan-
ised into distinct categories with clear titles, aiming to
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Table 1: Criteria Score.

Word Count
5 The biography is within the exact 200-250 word range
4 The biography is slightly outside the range, either slightly be-

low or above
3 The biography is notably outside the range, but still fairly close
2 The biography is well outside the range, requiring significant

revision
1 The biography is completely off, either too short or excessively

long
Biography Structure

5 The structure follows the prescribed order (Significant Career
Achievements, Political Experience, Community Role, Politi-
cal Interests) without any deviations

4 The structure is mostly correct but has minor overlaps or areas
that could be clearer

3 The structure is somewhat followed but with noticeable devia-
tions or unclear between sections

2 The structure is poorly followed, with significant organisational
issues

1 The structure is not followed at all, with a chaotic or unorgan-
ised presentation

Biography Style
5 The tone is perfectly neutral and professional, with correct

British English spelling and grammar throughout
4 The tone is mostly neutral but has minor deviations; British En-

glish is mostly used correctly
3 The tone is somewhat neutral but occasionally strays into a

more promotional or emotional style; some British English er-
rors are present

2 The tone frequently deviates from the neutral standard; notice-
able errors in British English

1 The tone is entirely inappropriate for the context; significant
grammatical or spelling issues

Use of Language
5 No prohibited words or phrases are used; language is clear, con-

cise, and coherent
4 Mostly avoids prohibited words, with minor issues in clarity or

phrasing
3 Some prohibited words or phrases are present; clarity or coher-

ence is affected in some areas
2 Multiple instances of prohibited language; significant issues

with clarity or coherence
1 Frequent use of prohibited language; the text is unclear or inco-

herent

enhance clarity and help the model better interpret in-
structions. This restructuring focused on guiding the
model toward more precise, consistent responses by
distinctly outlining requirements such as word count,
content inclusion and style.

The model’s performance was tested by generat-
ing responses at four different times daily — 10 a.m.,
2 p.m., 10 p.m. and 2 a.m. — to assess consistency
across intervals. The rules were categorised into four
groups as described in section 3.1.2. This division
aimed to evaluate the model’s ability to understand
and apply different rule combinations. This approach
helped determine the model’s adherence to instruc-
tions and whether performance varied by time of day.

Table 2: Iteration 1 Scoring Results.

Time of Day
Word
Count

Biography
Structure

Biography
Style

Use of
Language

7:00 AM 3 2 4 3
8:00 AM 3 2 3 3
9:00 AM 3 2 4 3
10:00 AM 3 2 3 3
11:00 AM 4 2 3 4
12:00 PM 3 3 3 3
1:00 PM 3 2 4 3
2:00 PM 3 2 4 3
3:00 PM 3 2 3 3
4:00 PM 3 2 3 3
5:00 PM 3 2 3 3
6:00 PM 4 3 3 4
7:00 PM 3 2 3 3
8:00 PM 3 3 3 3
9:00 PM 3 4 3 3
10:00 PM 3 2 3 3
11:00 PM 3 3 4 3
12:00 AM 3 2 3 3
1:00 AM 3 3 3 4
2:00 AM 3 2 3 3
3:00 AM 3 2 3 3
4:00 AM 3 3 3 4
5:00 AM 4 3 4 3
6:00 AM 3 2 4 4

The results presented in table 3 show significant
improvements in ChatGPT’s ability to generate bio-
graphical texts according to specified guidelines. Key
advancements included precise adherence to word
count limits, successful exclusion of dates, and the
avoidance of prohibited language. This suggests that
clear rule-setting aids the model in producing con-
cise, rule-compliant responses. However, challenges
persisted with biographical structure and style. The
model showed inconsistencies in following the pre-
scribed organisational sequence, which sometimes re-
sulted in disjointed content flow. Similarly, although
generally maintaining a neutral tone, the model oc-
casionally deviated into informal language, affecting
the intended formality. These findings suggest that
while straightforward content rules are well-executed,
complex organisational and stylistic guidelines re-
quire further refinement for full compliance. This
progress highlights both the model’s responsiveness
to explicit instructions and the need for future itera-
tions to strengthen its capacity for nuanced and co-
herent biographical writing.

3.3.3 Iteration 3

In this iteration, ChatGPT showed significant im-
provement in generating biographical text that ad-
hered to the specified criteria. Refining the guidelines
and structuring them with specific titles enhanced the
model’s accuracy and consistency. Responses were
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Table 3: Iteration 2 - results.
Rule Time Word Count Bio Structure Bio Style Use of Language
Set of Day

Day Day Day Day
1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4

1 10AM 5 5 5 5
2 10AM 5 5 5 5 3 3 3 3
3 10AM 5 5 5 5 3 3 4 3 4 4 3 4
4 10AM 5 5 5 5 3 3 4 4 3 4 4 3 5 5 5 5
1 2PM 5 5 5 5
2 2PM 5 5 5 5 3 3 3 3
3 2PM 5 5 5 5 4 3 3 3 4 4 4 4
4 2PM 5 5 5 5 3 3 3 3 4 4 4 4 5 5 5 5
1 10PM 5 5 5 5
2 10PM 5 5 5 5 3 3 3 3
3 10PM 5 5 5 5 4 3 3 3 4 3 3 4
4 10PM 5 5 5 5 3 3 3 3 4 4 4 3 5 5 5 5
1 2AM 5 5 5 5
2 2AM 5 5 5 5 3 3 3 3
3 2AM 5 5 5 5 4 4 4 3 3 4 3 3
4 2AM 5 5 5 5 3 3 3 4 4 4 4 4 5 5 5 5

generated four times daily at — 10 am, 2 pm, 10 pm,
and 2 am — enabling ongoing evaluation and adjust-
ment of the model’s performance.

The model consistently maintained the speci-
fied word count range (200-250 words), a notable
improvement from earlier versions, showcasing its
capacity for delivering concise and balanced sum-
maries. Additionally, the biography followed a struc-
tured formatalso defined by the rules.

The model’s ability to maintain a neutral and for-
mal tone throughout this iteration was crucial, espe-
cially for academic and professional contexts, as it
avoided any subjective language or biases. Compli-
ance with specific language rules, such as avoiding
prohibited terms, further enhanced the formal qual-
ity of the text, making it both accessible and credible.
These advancements underline the importance of it-
erative refinement in AI development, as gradual rule
adjustments and testing helped identify and address
previous shortcomings. This success in biographical
writing demonstrates ChatGPT’s potential to produce
high-quality, structured, and professionally suitable
content when guided by clear and detailed instruc-
tions, providing a strong foundation for AI applica-
tions in similar complex writing tasks.

Table 4: Iteration 3 - results.
Rule Time Word Count Bio Structure Bio Style Use of Language
Set of Day

Day Day Day Day
1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4

1 10AM 5 5 5 5
2 10AM 5 5 5 5 5 5 5 5
3 10AM 5 5 5 5 5 5 5 5 4 5 5 5
4 10AM 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5
1 2PM 5 5 5 5
2 2PM 5 5 5 5 5 5 5 5
3 2PM 5 5 5 5 5 5 5 5 5 5 5 5
4 2PM 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5
1 10PM 5 5 5 5
2 10PM 5 5 5 5 5 5 5 5
3 10PM 5 5 5 5 5 5 5 5 5 5 4 5
4 10PM 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5
1 2AM 5 5 5 5
2 2AM 5 5 5 5 5 5 5 5
3 2AM 5 5 5 5 5 5 5 5 5 5 5 5
4 2AM 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5

4 RESULTS AND DISCUSSIONS

Through experiments conducted at different times
and using both structured and unstructured prompts,
ChatGPT’s performance across varied conditions was
recorded. Key insights highlight patterns in the
model’s strengths and weaknesses in adhering to
guidelines, revealing the influence of prompt structure
and temporal factors on output quality. These find-
ings offer conclusions on ChatGPT’s effectiveness in
producing accurate, coherent, and rule-compliant bi-
ographical content.

4.1 Iteration Comparison

In Iteration 1, ChatGPT struggled to consistently fol-
low the specified rules, leading to variations in qual-
ity and adherence. The model particularly faced chal-
lenges in maintaining a structured biographical for-
mat, with noticeable inconsistencies in rule applica-
tion as shown in figure 1a.

In iteration 2, following the reorganisation and
clarification of the rules, ChatGPT’s responses
showed marked improvement. The word count
aligned more closely with the specified range, and
language used adhered better to the guidelines, in-
cluding successful avoidance of prohibited terms. The
biographical structure also improved, though some el-
ements were inconsistently applied, indicating partial
adherence as represented in 1b. While the system re-
sponded well to the revised rules, further refinement is
needed to complete compliance with the desired for-
mat.

In iteration 3, the rules were reorganised for im-
proved clarity and structure, using subheadings to
separate guidelines into distinct sections and present-
ing instructions line by line. This format enhanced
readability, reduced ambiguity, and enabled step-by-
step adherence. As a result, ChatGPT responded ac-
curately, following each rule precisely. The clearer
segmentation allowed ChatGPT to interpret and im-
plement the guidelines more efficiently, leading to
smoother interactions and consistent compliance with
the updated rules as it can be seen in 1c.

Figures 2 - 5 show how the results improved over
the three iterations for each of the criteria used - Word
Count, Biography Structure, Bigraphy Style and Use
of Language.

4.2 Discussions

This research shows that ChatGPT consistently pro-
vides high-quality responses regardless of the time of
day or server load, maintaining accuracy, clarity, and
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(a) Iteration 1 Metrics. (b) Iteration 2 Metrics. (c) Iteration 3 Metrics.

Figure 1: Metrics for all three iterations.

Figure 2: Word Count across the three iterations.

Figure 3: Biography Structure across the three iterations.

Figure 4: Biography Style across the three iterations.

relevance. However, during peak usage times, minor
delays or brief pauses can occur due to high server
demand.

ChatGPT’s performance is highly influenced by
the clarity and structure of the rules provided. Disor-
ganised rules lead sometimes to missed or overlooked
details and less accurate responses, whilst clear, step-
by-step instructions significantly improved accuracy
and consistency.

Figure 5: Use of Language across the three iterations.

A set of human-written biographies was com-
pared with those generated by ChatGPT. Whilst the
AI-generated outputs are very similar in structure,
human-written biographies have a feel of personal,
community and public service aspects, providing a
detailed, narrative-driven overview of the individual’s
career progression and values. In contrast, Chat-
GPT’sgenerated biographies focus on professional ac-
complishments in a more formal tone, summarising
career milestones but lacking emotional depth.

This research highlighted ChatGPT’s capacity for
adaptive learning through repeated exposure to in-
structions. Initially, the model struggled to follow
some rules, but its accuracy improved over time with
continued repetition.

5 CONCLUSION

This research aimed to evaluate ChatGPT’s perfor-
mance on text generation, using biography writing
as a case study. The outcome shows the importance
of structured, clear instructions in achieving high-
quality, consistent outputs. Initially, dense and un-
structured rules led to inconsistent results, reveal-
ing that ChatGPT struggled with complex instruc-
tions that lacked clarity. By reorganising rules into
well-defined subtopics with explicit instructions, the
model’s performance improved significantly, produc-
ing texts that met accuracy and consistency standards.
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Key findings highlighted that with clear, well-
structured guidance, ChatGPT can effectively follow
detailed directives and adapt over time, showing po-
tential as a robust tool for rule-compliant text gen-
eration. In this paper the authors showed that a
thoughtful prompt design is essential for maximising
ChatGPT’s capabilities. Future efforts should focus
on refining prompt structures to further enhance the
model’s reliability and adaptability.
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