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Abstract: Chatbots based on Large Language Models (LLMs) have demonstrated a remarkable ability to engage in
conversations that are linguistically correct and make sense from a pragmatic point of view. A significant trait
of their proven abilities is that, using verbal instructions provided as contributions to an ongoing conversation,
they can be configured to provide specific content and/or modify the role that they play in the exchange. The
present paper explores the feasibility of developing a framework of prompts designed with such an aim in
mind. The prompting should ensure that the chatbot engages a language learner in an interaction where it
proposes conversational situations of appropriate complexity, takes part in them playing the role of one of
the participants, while monitoring the linguistic correctness of the contributions by the learner and providing
feedback on their language performance both proactively and in response to learner requests. The paper
reports on an experiment that tested this type of functionality students of Spanish as a second language at
Aligarh Muslim University in India.

1 INTRODUCTION

Chatbots based on Large Language Models, by rea-
son of their training, present significant advantages
that are relevant for second language learning. First,
they have operational competence in holding conver-
sations in a given language. Second, they have knowl-
edge of everyday life situations that might be used as
settings for a conversation. Third, they have a cer-
tain understanding of the linguistic concepts involved
in putting together valid sentences. Fourth, they have
the ability to respond to instructions by adapting the
general trend of the conversation. Fifth, they can eas-
ily switch languages to rephrase or explain problem-
atic points. These advantages suggest they might be
a good solution for language students to practice their
skills on a one-to-one basis with an accommodating
partner.
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The present paper explores the practical feasibility
of such an approach by designing specific prompts to
configure a chatbot to perform in this way.

2 PREVIOUS WORK

A number of topics need to be reviewed to provide
context for the work in the present paper: use of AI
to support learning, the challenges involved in second
language learning and the use of large language mod-
els for language learning tasks.

2.1 AI to Support Learning

A significant effort to use AI in support of learning
has been invested in the field of Intelligent Tutoring
Systems. An Intelligent Tutoring System (ITS) is a
computer program that provides instruction adapted
to the needs of individual students, doing so mainly
by presenting to the student the information to be
learned, asking questions, setting tasks, and providing
feedback (Paladines and Ramirez, 2020). Existing re-
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search on ITSs has addressed the learning of science-
related topics. Such systems were designed to help
the student acquire both a set of basic concepts for
the target discipline and operational procedures for
solving problems associated with them. They relied
on complex models of the knowledge to be learned,
over which they represented the learning goals, the
record of what the student has already learned, and
both actual and potential misconceptions by the stu-
dents. In addition, they often involved a dialogue sys-
tem – to permit the interaction between the student
and the system – and a set of instructional strategies
to drive that interaction.

One of the few ITSs to focus on language learn-
ing was the ITS FeedBook (Rudzewitz et al., 2017),
which focused on the teaching of English as a second
language. A subsequent empirical evaluation of its
pedagogical efficiency (Parrisius et al., 2022) argued
that language teachers often face the challenge of not
having sufficient time to provide tailored interaction
to different students with different needs, and how the
use of ITSs might provide an opportunity to address
this problem.

The existence of significant surface similarities
between the dialogue systems used in ITSs and the
new chatbots based on LLMs gave rise to consider-
ations of whether such chatbots might be used di-
rectly as tutoring systems (Nye et al., 2023), but the
observed strengths – ability to detect misconceptions
or generate mostly acceptable content – appear to be
outweighed for the time being by the weaknesses –
a certain likelihood to generate incorrect content due
to hallucination (Ji et al., 2023) and difficulties to ob-
serve and apply existing pedagogical strategies.

A recent system that exploits the multi-modal ca-
pabilities of LLMs to help children’s language learn-
ing by guiding children to describe images in a sec-
ond language (Liu et al., 2024) explores the possi-
bility of getting LLMs to respond using appropriate
instructional strategies by injecting instructions in the
prompt.

2.2 Challenges of Second Language
Learning

When it comes to second or foreign language learn-
ing, there are various challenges that learners have
to face. One of these challenges is the fear of being
evaluated negatively. The students are in constant fear
that they might commit a mistake. There are many re-
searchers who have talked about this phenomenon of
foreign language anxiety. Foreign language anxiety
has been termed a peculiar syndrome that is just like
other anxieties linked to first language use (Gregersen

and Horwitz, 2002; Horwitz et al., 1986). There are
multiple facets to the classroom anxiety when the stu-
dents have to ask questions or get their doubts cleared
in front of their peers. Some of the common fears are
the ones of negative evaluation, test anxiety and the
apprehension related to communication. It is this anx-
iety that often leads the students towards getting de-
motivated. Oxford and Shearin (Oxford and Shearin,
1994) have mentioned that motivation directly influ-
ences the strategies used by the students while learn-
ing a foreign language.

The challenges might be common while learning
a foreign language, but it has to be looked at with an
empirical context as well. The majority of the text
books that are used in India, are designed keeping the
communicative approach in mind (KUMAR, 2018).
However, the students have had the habit and practice
of learning languages like English traditionally. There
are still many places where the archaic grammar-
translation method is used to teach languages even
today. For instance, the students at Aligarh Muslim
University come from all over India and the major-
ity of them is from a humble background. Most of
them have not heard about communicative approach
to learn a language. They get surprised after looking
at a book like ‘Aula 1’ where there are no grammatical
explanations but just conversations and texts.

Apparently, the students find it less challenging to
respond or to ask things to a computer. There are
some researches like the one by Adair-Hauck et al.
(Adair-Hauck et al., 2000), which advocate for tech-
nological components to be available for students at
any time of the day. There are many challenges while
employing technologies also, but the intent should be
towards the benefit of the students who are learning
the language. The implementation of technological
tools is definitely something where teachers’ exper-
tise will help a lot, but it should be the needs of
the students that drive this process (Yanguas, 2018).
Chatbots are the latest in the series of innovative and
interactive classroom practices. They might help stu-
dents learn a foreign language without facing any anx-
iety or being evaluated by their peers, if they are de-
signed based on the empirical data.

2.3 LLM Chatbots

The advantages of using chatbots for language learn-
ing had already been established with solutions based
on earlier technologies (Fryer and Carpenter, 2006).
The recent revolution of attention-based neural solu-
tions (Vaswani et al., 2017) resulted in the appearance
of chatbots (Wu et al., 2023) based on Large Lan-
guage Models (Hadi et al., 2023) that can engage in
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conversations that are linguistically correct and make
sense from a pragmatic point of view. A significant
trait of their proven abilities is that, given instructions
presented verbally as contributions to the conversa-
tion, they can adapt both the content and the role in
which they participate in the conversation. This has
given rise to the discipline of prompt engineering, the
practice of creating and optimizing prompts for large
language models with the intention of guiding toward
the correct outputs and preventing hallucination (Liu
et al., 2023).

The potential application of these LLM-based
chatbot technologies to language learning has re-
ceived attention in terms of general reviews of its af-
fordances for the task (Kohnke et al., 2023), analysis
of potential impact from the point of view of theories
of learning (Al-Obaydi et al., 2023) and the impor-
tance of the teacher’s role in supporting student inter-
action with the technologies (Chiu et al., 2023).

Although there is a pervasive interest in using
these technologies to generate material to inform
traditional language learning (Baskara et al., 2023;
Kim et al., 2023; Yıldız, 2023), some of the re-
views on prospective use mention the potential of
these technologies to provide a conversational inter-
action (Kohnke et al., 2023; Yang, 2023; Hong, 2023;
Yıldız, 2023). In such interactions, the students can
exercise their language skills dynamically, and they
can benefit also from the ability of the chatbot to
present students with virtual simulations of everyday
life situations on which to train (Al-Obaydi et al.,
2023). In this paper we choose to focus on this as-
pect, to allow much-needed exploration of the free in-
teraction between the student and this type of chatbot
(Han, 2024).

Report on actual use of this type of chatbot for
language learning include: helping students learn En-
glish as a second language (Yıldız, 2023; Al-Obaydi
et al., 2023; Shaikh et al., 2023). These experiences
focused on English at the target language, and often
on writing tasks rather than conversational practice.
Of particular relevance for the work developed in this
paper is (Shaikh et al., 2023), which reports on the
use of a post-task questionnaire to gather feedback on
the students’ experience during their interaction with
ChatGPT. Even though this work focused on vocabu-
lary learning for English, we have found it appropri-
ate to apply as existing assessment method for chatbot
language learning.

3 LLM CHATBOT AS LANGUAGE
PRACTICE PARTNER

At the start of the interactive session, the students are
led through basic routine to ensure that they are famil-
iar with the AI chatbot. They are provided with the
written script for configuring the chatbot and shown
by a tutor how to apply the instructions to set up an
interactive session with the chatbot. Each student in-
teracts with the chatbot for a period of time of one
hour and a half. Once the allotted time has passed,
students are asked to record the conversation, and they
are given a survey to complete.

The experiment is carried out for a set of students
whose level of Spanish ranges between A1 and B2.
To allow each student to customise the chatbot re-
sponse to their level the following two prompts were
suggested.

Beginner students were encouraged to provide the
chatbot with the following prompt:

I’m a student at university. I’m from India.
I’m learning Spanish. I’m practising Spanish.
I can speak native Hindi and English. I have
A1 Spanish level. The conversation must be in
A1 Spanish. Praise my advances. Use Spanish
for the conversation. If I make any mistakes
please explain them to me in English.

Advanced students were encouraged to use the fol-
lowing prompt:

I’m a student at university. I’m from India.
I’m learning Spanish. I’m practicing Spanish.
I can speak native Hindi and English. I have
a B1 Spanish level. The conversation must be
in B1 Spanish. Praise my advances. Let me
know when I make a mistake and explain it.
Use Spanish for the conversation. Unless I tell
you otherwise, use Spanish also for explaining
my mistakes and for explaining what you are
doing.

The prompts were designed to ensure that the
chatbot proactively engaged in interactions intended
to help the students practice their Spanish. These usu-
ally involve engaging the student in simple conversa-
tions in the language.

In both cases students were asked to converse with
the chatbot to get used to the mechanics of the interac-
tion. The students were also encouraged to ask ques-
tions about any point they did not understand, and to
remember the chatbot is a conversational agent, so
they should work with it by asking it questions or giv-
ing it instructions.

Although the interactions of the students with the
chatbot to this point also count as language practice,
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we explicitly wanted to explore the ability of the chat-
bot to engage in role-playing interactions of the kind
usually employed to practice skills in a foreing lan-
guage. To this end we asked the students to introduce
the following prompt:

¿Puedes plantearme una situación en la
que yo tengo que hablar español, y luego ju-
gar tú el papel de alguno de los personajes,
para que yo practique mi conversación en
español?1

Initial experiments showed that the chatbot has a
tendency in these cases to generate the whole conver-
sation instead of letting the student participate. Stu-
dents were advised to take the opportunity to review
it, then insist using the following prompt:

Quiero que escenifiquemos la conver-
sación entre tú y yo. Tienes que decir tú la
primera frase y esperar a que yo diga la sigu-
iente antes de continuar2.

These instructions were intended to allow stu-
dents unfamiliar with the chatbot to experience the
type of situations of conversational interaction that we
wanted to explore.

4 EXPERIMENTS AND RESULTS

There are a number of aspects of the interaction that
need to be analysed in detail.

Language students involved in this type of inter-
action are likely to make mistakes in their use of the
language they are attempting to learn. It is impor-
tant that we evaluate the extent to which the chatbot
is capable of identifying such mistakes, whether it can
point them out and whether it can correct them appro-
priately.

On the other hand, the performance of the chatbot
itself needs to be evaluated, both at the level of lin-
guistic correctness of its contributions and at the level
of any contributions that can be associated to the spe-
cific pedagogical strategies that it has been prompted
to apply.

In addition, we also evaluate the perception that
the students have of how usable the chatbot is in this
context.

1Can you set up a situation where I have to speak Span-
ish, and then you play the role of one of the characters, so
that I can practice my Spanish conversation?

2I want us to stage the conversation between you and
me. You have to say the first sentence and wait for me to
say the next one before continuing.

Table 1: Averages for levels of Spanish language skills
(1–5) for participating students (as self-declared in post-
experiment questionnaire).

Listening Writing Speaking Reading
4.40 4.35 4.50 4.35

The sessions described here were carried out at
Aligarh Muslim University earlier this year. They in-
volved N = 20 students, with 12 of them being male
(60%) and 8 of them being female (40%). The stu-
dents in this cohort had different levels of skill in
Spanish language. The average values for this, as cap-
tured in the survey they completed after the experi-
ment, are reported in Table 1.

The responses on Spanish language skill level are
generally consistent across the four skill areas, and
roughly break down into 4 students at level 3, 4 stu-
dents at level 4 and 12 students at level 5.

4.1 Assessing Linguistic Correctness of
the Interactions

At the end of the interactive session, the students were
asked to share the link to their conversation with Chat-
GPT and email it to the researchers. The conversa-
tions recorded during the session were reviewed by
an experienced teacher of Spanish.

When a student mentions an interest in language
learning, the chatbot offers help as a practice partner.
If the student accepts, the chatbot engages the student
in a simple conversation, and gently corrects any ob-
vious mistakes made. The proposed prompts help fo-
cus on particular levels of language difficulty. Over-
all, three different modes of interaction are observed:
if conversation is requested, the chatbot offers engag-
ing conversation with the student; if exercises are re-
quested, the chatbot proposes language exercises to
solve; if clarifications are requested, the chatbot pro-
vides explanations of related linguistic concepts. In
conversation mode, the chatbot tends to forego the
correction of mistakes. If the request occurs in a con-
text where exercises have been mentioned before, the
chatbot tends to provide the transcript of a complete
conversation rather than engage the student in an in-
teractive manner. Some of the prompts proposed for
the students to use were intended to help them break
out of such situations. In exercise mode, the chatbot
usually provides exercises that require the student to
fill in words missing from a set of given sentences.
When the student solves the proposed exercises, the
chatbot tends to provide the list of solutions, indicat-
ing which ones were correct and incorrect in the stu-
dents’ response, and often justifying why. In explana-
tion mode, the chatbot tends to provide a list of bullet
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Table 2: Metrics on the recorded interactions, grouped
by overall details, student performance and chatbot perfor-
mance.

Aspect Average Min Max SD
Overall
Total length 24.95 5 56 14.57
Role-play span 7.45 0 37 13.05

Student
Ask to Clarify 0.40 0 2 0.38
Errors 8.60 0 39 9.58
Chatbot
Set Exercise 1.15 0 5 1.38
Praise 3.15 0 13 3.79
Encouragement 0.75 0 3 0.83

points that cover the main concepts of the linguistic
feature being considered.

Over a total of 20 recorded interactions, 3 students
used the prompt to set the level to A1 and 3 used the
prompt to set the level to B1.

Table 2 reports on some essential metrics com-
puted over the recorded interactions. These metrics
capture both the size and the different nature of the
interactions and the use of the desired pedagogical
strategies by the chatbot.

The metrics show a wide discrepancy in the val-
ues reported for the length of the interactions. Shorter
interactions may be associated with students that have
difficulty carrying out a conversation, whether be-
cause they are unfamiliar with the chatbot mecha-
nisms or they have poorer language skills.

In spite of our insistence that the exercise focus
on role-playing situations, on average only about a
third of the total length of the interactions achieved
this goal. In specific terms, the observed performance
is that only 23.34 % of the recorded interactions (in
terms of number of turns over complete number of
turns of each conversation) actually involves a con-
versation where the chatbot and the student are each
role playing a different character in a situation. This is
undesirably low. Improvements may be achieved by
informed refinement of the prompt suggestions pro-
vided by the students.

A number of the interactions involved the chatbot
proposing language exercises to the students. This
is spontaneous behaviour of the chatbot on learning
that the user is interested in language learning. Re-
visions of the prompts may be required to block this
behaviour if role playing conversation is preferred.

The recorded interactions show instances of the
chatbot providing both praise and encouragement to
the student. However, both strategies are applied
when the chatbot is operating in exercise mode and

Table 3: Metrics on linguistic correctness.

Av. % student errors identified 47.48
Av. % appropriate corrections (over identi-
fied errors)

64.33

Av. % inappropriate corrections (over
identified errors)

35.67

not applied when the chatbot is operating in role play-
ing conversation mode. This is probably related to the
chatbot having been trained specifically during fine-
tuning that explicitly included these strategies.

Regarding linguistic correctness, the chatbot has
not been found to make any linguistic mistakes, but
it often fails to identify mistakes committed by the
student. Corrections volunteered by the chatbot are
mostly correct. The actual statistics on this evaluation
are presented in Table 3.

It is important to note that detection of errors was
carried out successfully when the chatbot was operat-
ing in exercise mode, but was much less in evidence
when the chatbot was role-playing a conversation. If
detection and correction of errors is deemed to be pos-
itive for learning, the proposed prompts may be re-
vised to ensure error detection is also applied in that
mode. The chatbot has certainly shown itself capable
of the task.

We did observe cases where a student challenged
corrections made by the chatbot and the chatbot
backed down and gave the student’s contribution
as valid even though it was incorrect. This prob-
lem is related to the chatbot’s default behaviour of
backpedalling with no hesitation if challenged by the
user. Although this may be a useful strategy to limit
the impact of conceptual mistakes inherent to the
technology, it may have a negative impact on its ap-
plicability as a teaching aid.

Only two instances were recorded where the chat-
bot refused a request by the student: both were situ-
ations where the student asked the chatbot for advice
leading to illegal activities.

Finally, on the issue of which language to employ,
we observed that, given the proposed prompts, the
chatbot will generally respond in the selected target
language (Spanish). If the student issues instructions
in a different language (English), the chatbot will gen-
erally answer in Spanish. Overall, we observed that
97.68 % of the dialog turns in the full set of recorded
interactions have been in Spanish.

4.2 Assessing Learner Satisfaction

The students were asked to complete an on-line sur-
vey that included the questions used in (Shaikh et al.,
2023) to evaluate a similar experiment of using Chat-
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Table 4: Values for aspects of usability covered by SUS and USE questionnaires: present experiment and (Shaikh et al., 2023).

Max. score Mean SD Min Max Skewness Kurtosis

Our Experiment
SUS 50 40.45 8.91 20 50 -1.22 0.19
Usefulness 40 36.30 5.21 23 40 -1.27 0.87
Ease of Use 55 49.25 8.01 28 55 -1.97 4.19
Ease of Learning 20 19.02 2.09 12 20 -2.58 5.82
Satisfaction 35 32.95 4.36 20 35 -2.15 3.84
Sheik et al., (2023)
SUS 35 29.90 3.00 26 35 0.15 -0.76
Usefulness 40 30.80 5.35 19 38 -1.12 1.85
Ease of Use 55 43.30 7.60 31 54 -0.52 -0.91
Ease of Learning 20 17.50 2.36 13 20 -1.00 0.15
Satisfaction 35 29.70 3.88 21 35 -1.07 2.16

GPT to help Norwegian students learn vocabulary for
English.

The questionnaire includes five different sections:
(1) Demographics information, (2) Previous Span-
ish language knowledge level, (3) Feedback using
“Usefulness, Satisfaction, and Ease of Use (USE)”
Questionnaire, (4) Feedback using “System Usability
Scale (SUS)” Questionnaire, (5) Perception relative to
aspects being considered.

The responses for the first two sections have been
reported in the section above.

The USE questionnaire (Gao et al., 2018) is used
to evaluate the usability of a technical system. Users
are expected to score 30 items divided into 4 sub-
groups (usefulness, ease of use, ease of learning, sat-
isfaction) on a Likert scale from 1 to 5 by showing
their disagreement or agreement. A score of 1 is
strong disagreement and 5 is strong agreement on the
scale. Following (Shaikh et al., 2023) for compara-
bility, for each aspect of the USE questionnaire we
computed a score as the ratio of the sum of values
provided by the user for the set of questions on that as-
pect. Similarly, the SUS questionnaire (Brooke et al.,
1996) measures the perceived usability of a software
system. It also uses a Likert scale from 1 to 5 to
score 10 items. Table 4 reports the values obtained
for our experiment side by side with those reported
by (Shaikh et al., 2023).

Comparing our results with those reported in
(Shaikh et al., 2023) we can see that the results of our
experiment are slightly higher in all categories (SUS:
40.45 > 29.90, Usefulness: 36.30 > 30.80, Ease of
Use: 49.25 > 43.30, Ease of Learning: 19.02 >
17.50, Satisfaction: 32.95> 29.70). The negative val-
ues for skewness show the asymmetrical behaviour of
the responses with respect to a normal distribution,
with the values concentrated on the right of the distri-
bution; the relatively high values for kurtosis in some

of the items respond to the fact that most users scored
those items with a 5, whereas very few users ranked
them with lower values.

Table 5 summarizes student responses to the part
of the questionnaire that focused on the specific task
they had been asked to carryout. The answers tend
towards the positive side of the spectrum (for all the
questions the mode value was 5). The questionnaire
also included questions aimed to gather qualitative
comments. These comments were all were positive
or very positive, and no negative comment was col-
lected.

The relatively lower value (4.20) for the question
on clarifications is supported by the very low num-
bers for clarifications requested in Table 2. The same
goes for the response to question on explanations in
English (3.65), which the analysis above shows to be
very scarce. The questions about mistakes may be
negatively affected by the students’ inability to per-
ceive how many mistakes they were making. This
needs to be revised on future versions of the survey.
The student’s perception of the frequency of praise
may be related to differences between students receiv-
ing more role playing and students receiving more ex-
ercises.

5 CONCLUSIONS

The experiment reported in this paper indicates that
even when LLM-based chatbots of this kind are not
trained or fine-tuned specifically for the task, they can
come up with descriptions of everyday situations suit-
able for exercising language skills in a role playing
mode, (if asked) they can explain the relevant lin-
guistic concepts involved, and they can identify any
linguistic mistakes made by the students and correct
them. The chatbot has also been seen to retain and
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Table 5: Reported scores on relevant aspects.

Mean SD

Did you feel that the chatbot proposed conversation topics that allowed
you to practice the targeted feature of the language?

4.60 0.68

Did you request clarifications? 4.20 1.15
Did you need to ask for explanation in your native language? 3.65 1.42
If you asked for clarification in English, did the chatbot remember to
return to Spanish after explaining?

4.60 0.60

Did the chatbot remember to correct your mistakes? 4.30 0.92
Did you have to remind it to correct your mistakes? 4.05 1.32
Did you at any point receive praise from the chatbot? 4.25 1.12
Do you think you have learnt new languages skills? 4.65 0.59
Do you think the session helped you practice your Spanish? 4.80 0.52

obey the guideline to switch back to the target lan-
guage after explanations. The observed interactions
show instances of use of pedagogical strategies such
as praise and encouragement, though these seem re-
lated to particular modes of interaction – exercise
solving – that may be the result of specific fine-tuning.
In general terms, the chatbot responds to instructions
by adapting the general trend of the conversation to
particular topics requested by the students.

Other features desirable for language learning still
need to be tested empirically such as the ability to
switch languages on demand or the ability to adjust
the complexity of explanations to different levels of
expertise.

With respect to the challenges specific to second
language learning as described in Section 2.2, the
chatbot shows a commendable flexibility to depart
from the grammar / translation approach to language
teaching by entering into conversations of specific in-
terest to the student. In the students’ conversation
logs we have seen topics related to the Golden Age in
Spain, the conquest of America, serial killers, shop-
ping, or how to get a scholarship to study in Spain.

The chatbot’s default behaviour of not picking
out students’ mistakes during conversation may have
helped to reduce the students’ fear of being evaluated
negatively, which may lead to longer lasting engage-
ment in conversation. There is however a risk that
overlooking serious mistakes may have a negative im-
pact on the student’s learning progress.

An often voiced concern is that the use of Chat-
GPT weakens real-life communication and interac-
tion between people (Al-Obaydi et al., 2023; Li,
2024; Chen, 2024) and critical thinking (Li, 2024).
Whereas this may be the case in situations where
students access such resources remotely from their
home, during the experiments reported in this paper,
which involved students accessing the chatbot from
rows of computers placed in a laboratory, we observed

significant interactions between the students to com-
ment on the replies. These comments often involved
disparaging remarks on particular responses by the
chatbot. Overall, we believe that the risk of such neg-
ative impacts of chatbot technologies may not neces-
sarily be greater than for books or videos, in the sense
that these more traditional technologies also provide
opportunities for students to isolate themselves, with-
out the added opportunity of having a dynamic inter-
action. It is also important to note that traditional
technologies are also subject to occasional errors in
accuracy or bias.
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