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Abstract: The exposome encompasses all environmental exposures that affect internal biological processes throughout
a person’s life, influencing health outcomes. Among these exposures, volatile organic compounds (VOCs)
are particularly significant, as they are closely related to respiratory issues, cardiovascular diseases, cancer,
and other health conditions. Detecting some of them is therefore critical for assessing environmental impacts
on health. In this study, we use a low-cost, highly portable SPectrometer-On-Card (SPOC) device designed
to characterize complex mixtures by separating VOCs through its layers. The device was previously tested
to detect VOCs in controlled laboratory conditions. Hereby, we explore artificial intelligence algorithms to
identify patterns in the signals captured by the SPOC in closer to real-word conditions. Specifically, we focus
on two different use cases including direct exposure to a VOC source and indoors versus outdoors signal
recognition. Our top-performing model, a recurrent neural network, achieves accuracies of 92,4% and 97,2%
for each use case, respectively, effectively identifying exposures in the first case and correctly classifying
87,5% of exposures in the second. These results demonstrate the potential of our methodology applied to
SPOC data for broader health-related applications, such as detecting incomplete combustions, identifying
diseases like cancer through exhaled breath, and detecting leaks from industrial plants.

1 INTRODUCTION

The concept of exposome is essential for understand-
ing health, as it encompasses the totality of environ-
mental exposures and their effects on internal biolog-
ical processes (Vermeulen et al., 2020). This holis-
tic perspective shows how diverse exposures (rang-
ing from chemicals to lifestyle factors) interact with
genetic predispositions to influence health outcomes
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(Erzin and Gülöksüz, 2021; Danieli et al., 2024).
Among these chemicals, the study of volatile organic
compounds (VOCs) is particularly significant, given
their prevalence in both natural and anthropogenic en-
vironments and their implications for public health
(Li et al., 2020; Zhang et al., 2024).

VOCs are produced by both natural sources (e.g.
vegetation) (Katsouyanni, 2003) and human activity.
Burning fossil fuels, solvents in industrial processes
like petroleum distribution and storage, and motor
vehicle fumes (particularly in cities with heavy traf-
fic) are the main human-caused sources of VOCs (El-
bir et al., 2007; Wang and Zhao, 2008). Their pres-
ence in the air poses significant health risks, as expo-
sure to VOCs has been linked to various adverse ef-
fects. These include allergies, respiratory issues like
asthma, chronic obstructive pulmonary disease, and
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irritation of the airways as a result of tropospheric
ozone generation (Tanaka et al., 2000). More severe
health issues like cancer, leukemia, and even mortal-
ity have been related to VOC exposure (Dutta et al.,
2018; Sun et al., 2016). The negative effects of VOCs
on human health depend on both the concentration
and the duration of the exposure (Soni et al., 2018).

The gold standard for VOC detection is gas
chromatography-mass spectrometry (GC–MS)
(Langford et al., 2014). This technique allows the
differentiation, identification, and quantification of
different VOCs in a sample. The sample is introduced
into the gas chromatograph, where the VOCs are
separated. A detector measures the quantity of each
ion, and the resulting spectrum is compared with a
reference library to identify the VOCs (Dincer et al.,
2006). However, this technology requires a labora-
tory, which is not always available or affordable. The
standard methodology for VOC detection is expen-
sive, energy-inefficient, and slow, requiring around
20 to 40 minutes for analysis completion (Fialkov
et al., 2020). To bring the compound samples to the
laboratory, adsorption tubes are required (Ho et al.,
2018; Li et al., 2004). These tubes adsorb compounds
onto an adsorbent material for transport. During
this process, the compounds can undergo changes
due to humidity, oxidant exposure, or incomplete
desorption, which may alter the sample (Kumar
and Vı́den, 2007; Woolfenden, 2010). Then, the
contents of the tubes are released for analysis using a
technique called thermal desorption. Therefore, there
is a need to develop strategies to analyze VOCs in
situ, providing fast and high-resolution results.

For on-site VOC analysis, two main approaches
can be distinguished: individual VOC identification
and non-target characterization. Devices designed for
the former approach require calibration for detect-
ing specific VOCs, which increases costs and limits
their ability to identify diverse compound mixtures
or a broader set of VOCs. In contrast, non-target
characterization devices, such as electronic noses (e-
noses) are more suited for detection, where the spe-
cific VOCs or mixtures of compounds are unknown
(Rabehi et al., 2024). These devices are usually
equipped with an array of cross-reactive sensors that
generate unique responses when exposed to various
complex mixtures of chemicals. These responses are
used to extract different patterns from the signals,
usually using unsupervised learning algorithms, be-
ing able to differentiate between groups and allow-
ing for applications such as early screening of various
cancers (Machado et al., 2005), lung diseases such as
pneumonia and upper respiratory tract infections (Per-
saud, 2005), diabetes (Saasa et al., 2019) or identifi-

cation of bacterial pathogens (Lai et al., 2002). Al-
though e-noses are sensitive to VOCs mixture pres-
ence, they cannot identify specific VOCs within the
detected patterns (Smolander, 2003).

Recent advancements have led to the development
of a miniaturized spectrometer device (SPectrometer-
On-Card, SPOC) aimed at characterizing complex
mixtures containing unknown VOCs while also pro-
viding the ability to detect specific VOCs within these
mixtures. This is achieved through a multi-layer de-
sign, which separates VOCs as the air flows through
the layers. However, this device is still a prototype
and has only been used for mixture characterization
and specific VOC detection in a controlled laboratory
environment at Technion (Israel Institute of Technol-
ogy) facilities Maity et al. (2022); more complex mix-
ture characterization in open-air environments has not
yet been conducted with this device.

The main objective of this work is to analyze the
potential of artificial intelligence (AI) techniques to
differentiate signals captured by the SPOC in two,
closer to real-world, environments. The unique fea-
tures of the SPOC for non-target VOC detection, com-
bined with the proposed methodology for signal clas-
sification may allow to analyze diverse compound
mixtures without being limited to a specific set of
VOCs. The results will highlight the potential of
this technology, combined with a novel AI approach,
to analyze diverse compound mixtures without being
limited to a specific set of VOCs.

The structure of the paper is organized as fol-
lows. In section 2, we delve into the previous re-
search conducted on the analysis of volatile organic
compounds. Section 3, provides an explanation of
the device used for data captured, the use cases con-
sidered in this study and the deep learning approach
for environment characterization. Section 4 presents
and discusses the quantitative results obtained from
the experiments. Section 5 concludes the study by
summarizing the key findings.

2 BACKGROUND

There are many studies that detect specific VOCs and
their concentrations for air quality assessment. Won
et al. (2021) analyzed the concentrations of 24 VOCs
that are measured in underground shopping districts
in Korea using a Thermal Desorption–Gas Chro-
matography Mass Spectrometry (TD–GCMS) device.
The results indicated higher VOC concentrations in-
doors, identifying six sources of air pollution. Simi-
larly, the authors of (Scheepers et al., 2017) studied
the indoor air quality of a university hospital. Air
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samples were collected both indoors and outdoors us-
ing canisters and then these were analyzed with TD-
GCMS. The authors concluded that laboratory work
contributes substantially to indoor pollution, whereas
known outdoor sources do not significantly affect in-
door air quality. Another study (Pang et al., 2019)
used a portable photoionization detector to charac-
terize up to eight VOCs in a laboratory environment,
showing that the concentration response increases lin-
early with the chemical concentrations tested.

Several works can be found in the state-of-the-art
that aim at the non-target characterization of air based
on VOC detection. Many of these works make use
of e-noses, which are particularly popular for provid-
ing distinguishable patterns for different VOC expo-
sures. One of the first works that addressed the envi-
ronment characterization problem using e-noses was
conducted by Nicolas et al. (2000). They used the
response of a cross-reactive detector to monitor air
quality combined with principal components analy-
sis to classify different unknown air mixtures around
VOC emitting sources. Similar works use artificial
neural networks to identify patterns in data registered
from the pulp and paper industry (Deshmukh et al.,
2014). For example, Licen et al. (2020) used an e-
nose device to identify patterns with clustering and
self-organizing maps from different VOC mixtures in
the context of air quality. Furthermore, they validated
their findings by using ancillary data from a photoion-
ization detector that measures VOCs.

VOC characterization in air extends beyond air-
quality control and has proven valuable in other fields,
particularly in early-stage disease diagnosis, as ex-
haled air can provide valuable insights into metabolic
diseases (Li et al., 2023). For instance, Anzivino et al.
(2022) successfully used Principal Component Anal-
ysis (PCA) to cluster patients with head and neck can-
cer and rhinitis based on breath signals captured by an
e-nose device. Similarly, (Liu et al., 2021) proposed
a PCA-Singular Value Estimation ensemble learning
framework to cluster the 214 breath samples for early
lung cancer detection, achieving excellent results with
95,75% accuracy and 94,78% recall in their classifi-
cation task.

While the non-target characterization of air has
been extensively researched ((Nicolas et al., 2000; Li-
cen et al., 2020)) and the application of AI is common
in this field (Liu et al., 2023), to the best of our knowl-
edge, no prior studies have explored AI-enhanced
characterization using a portable, lightweight, and
cost-effective device capable of providing insights
into individual detection as well. Thereby, in this
work we aim to leverage a methodology based on
advanced signal processing and AI tools to disentan-

gle information coming from a multi-layered detector
that is able to characterize and differentiate complex
air mixtures.

3 MATERIALS AND METHODS

This section introduces the device used for data cap-
ture in two different use cases and the designed deep
learning-based pipeline for environment characteriza-
tion. Subsection 3.1 outlines the motivation behind
the SPOC device for VOC analysis, whereas subsec-
tion 3.2 details the two use cases selected for this
study. Finally, subsection 3.3 presents the methodol-
ogy for signal analysis using several machine learning
methods.

3.1 Spectrometer-on-Card

The SPectrometer-On-Card (SPOC) device, proto-
typed by Technion (Israel Institute of Technology),
is employed to detect and measure the presence
of VOCs in suspension. This innovative technol-
ogy utilizes a miniaturized, layer-based sensor ca-
pable of identifying complex molecular structures
through a hierarchically stacked geometrical config-
uration (HSGC). Each layer is composed of function-
alized graphene sensors printed on porous cellulose
sheets, with multiple layers stacked together (Maity
et al., 2022). This architecture could be thought of
as a miniaturized version of chromatography columns
(where the porosity of cellulose plays the main role)
and mass spectrometer (where the array of sensors is
responsible for identifying unknown compounds).

As a mixture of compounds flows from the first
to the last layer, molecules are differentiated through
two mechanisms: molecular size (due to the porous
nature of the layers) and chemical affinity (due to lig-
ands bound to the functionalized sensors). Molecules
with lower adsorption or weaker chemical affinity
travel faster and reach the sensors earlier, generating a
multi-peak resistance profile. Each peak corresponds
to a distinct molecule from the original mixture, as
illustrated in Figure 1.

This spatio-temporal detection at each layer gen-
erates a multidimensional signal as shown in Figure 2,
enabling multi-channel detection and analysis. Each
layer (or channel) captures different aspects of the
evaluated mixture, reflecting its diverse properties.

3.2 Experimental Setup

Two experiments (see Figure 3) are designed to differ-
entiate environments based on the presence of various
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Figure 1: Graphical representation of the SPOC mechanism
for identifying different VOCs in a mixture. Figure taken
from Maity et al. (2022).

Figure 2: Example of raw signal captured in open air. The
x-axis represents the time interval of exposure (sampling
frequency was established to 1 Hz, hence the signals rep-
resent information from 1200 s. The y-axis represents the
resistance signal in omhs in each of the 8 channels.

VOC mixtures. The first experiment involves expos-
ing the SPOC to a semi-controlled environment with
a well-known source of VOCs (acetone). In contrast,
exposures without a direct VOC-emitting source are
captured in an indoor environment for artificial intel-
ligence (AI)-based characterization. The objective of
the first use case is to see the capabilities of the pro-
posed AI-driven approach to differentiate patterns in
the signals in an environment where there is a clear
presence of VOCs combined with a possible pres-
ence of unknown mixtures of compounds. This is
a more complex situation than a laboratory environ-
ment, which typically has clean air containing only
the selected compounds. A total of 12 samples have
been collected, each lasting about 30 minutes. Six of
these samples are exposed to an acetone dissolution
inside a closet, while the remaining six were exposed
to indoor air at a desk in the office. (see Table 1 for a
detailed description).

The second use case is designed to assess the ca-
pabilities of the proposed AI-based methodology (see
subsection 3.3) in a scenario widely studied in the
state-of-the-art for indoor and outdoor environment
characterization (Vardoulakis et al., 2020). Previous

Figure 3: Representation of the two use cases considered
in this study and the number of exposures taken for each
environment.

works indicate that, in general, the concentration of
VOCs is higher indoors. For that reason, the readings
of the device should be differentiable in both environ-
ments. In this phase, exposures collected in an office
environment are compared with those from a nearby
outdoor industrial area. The SPOC device was posi-
tioned at a designated office desk for indoor sampling,
while the outdoor sampling area was located close to
the office, near a lightly trafficked road and alongside
a river. For this experiment a total of 24 samples are
collected, each taking approximately 20 minutes: 12
samples from outside and 12 from inside (Table 1).

These experiments are designed to evaluate the
deep learning-based methodology across two differ-
ent use cases in semi-controlled and uncontrolled en-
vironments. The first use case is designed to evaluate
the characterization performance of the pipeline when
having a direct exposure to a VOC-emitting source.
In the second use case, the evaluation is carried with
signals obtained when the device is exposed to un-
known mixtures of compounds in both, indoor and
outdoor environment, as seen in previous works (Var-
doulakis et al., 2020). This second use case serves
to showcase the potential of the proposed methodol-
ogy for the characterization of environments closer to
real-world conditions.

3.3 Environment Characterization

Environment characterization is done through a time
series analysis of the exposures (E) captured in the
environments described in subsection 3.2 (Figure 3).
Each exposure ( j) with a duration of n seconds is di-
vided into windows (w) of size p (see equation (1)).
The whole exposure analysis process is depicted in
Figure 4,

E = {e1, ...,e j, ...,em} (1)
W = {w11, ...,w j(n−p+1), ...,wm(n−p+1)}

Then the window (wi j) is provided to the AI model
to assign a probability (p ji) for the i-th window indi-
cating the resemblance to a certain environment. The
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Table 1: Data description of the acetone detection and indoor / outdoor environment characterization use cases. For each use
case, the features used to train the proposed artificial intelligence (AI) models are detailed after applying the sliding window.

Group Features Acetone detection Indoor / outdoor
characterization

Yes No Total Indoor Outdoor Total

Count # Exposures 6 6 12 12 12 24
# Variables 9 channels 9 channels

Duration (s)

Mean 1.821 1.823 1.822 1.502 1.215 1.358
Std 35,03 34,06 32,25 695,00 63,66 504,40
Min 1.772 1.793 1.772 524 1.022 524
Max 1.881 1.886 1.886 3.292 1.263 3.292

AI

Window size 25 25
Step 1 1

Train # Instances 7.120 7.171 14.291 10.662 9.457 20.119
# Exposures 4 4 8 7 8 15

Test # Instances 3.662 3.600 7.262 7.056 4.827 11.883
# Exposures 2 2 4 5 4 9

proposed methodology is flexible and can have a vary-
ing number of layers (l) as input.

AI : Pp ×Pl → [0,1] (2)
w jn = {v j1, ...,v jl} → AI(w ji) = p ji

With the list of probabilities (Pj) assigned to each of
the windows from the j-th exposure, the mean score
is obtained, indicating on average, the resemblance of
the whole exposure with respect to the specific envi-
ronment. Finally, the predicted label (ĉ j) for the j-
th exposure is obtained by rounding the mean score
to either 0 or 1 (see equation (3)). Note that the
split of the exposure in smaller windows generates
a larger number of instances and smaller sequences.
This enables the training of more complex models,
such as recurrent neural networks (RNNs), and re-
quires a lower number of exposures for training. Sim-
ilar approaches have been proposed in previous works
for the classification of long sequences with smaller
windows (Dietterich, 2002; Senthil and Suseendran,
2018; Etemad et al., 2020).

Pj = {AI(w ji)}n
i=1 (3)

ĉ j = Round(Mean(Pj))

The AI models considered for the environment
characterization task include several algorithms as
well as deep learning-based methods. The first
group of machine learning methods includes: K-
Neares Neighbours (KNN), Support Vector Machine
(SVM), Decision Tree (DT), Stochastic Gradient De-
scent (SGD) and Neural Networks (NN) (Boateng
et al., 2020). The SVM classifier contains a radial
basis function kernel. Note that these algorithms are
not able to have as input two-dimensional windows,

for that reason, the window size (p) is set to one.
This setting implies that the classification is done for
each second, attending combinations between the val-
ues read for each of the layers and missing tempo-
ral patterns in the analysis. The second group of
models are based on recurrent neural networks RNNs
(Medsker et al., 2001), which consider large win-
dow sizes and are able to learn spatio-temporal pat-
terns in the signals. More specifically, three varia-
tions of RNNs are employed (see Figure 5): RNN,
Bidirectional RNN (BiRNN) and RNN with a built-
in attention mechanism (AttentionRNN). The RNN
is composed of Long Short-Term Memory (LSTM)
(Hochreiter, 1997) cells that are able to capture infor-
mation in further timesteps.

For the RNN, an additional set of parameters must
be specified such as the optimizer function, which de-
fines how the parameters are updated, the number of
epochs (i.e. the number of passes through the entire
dataset), dropout (i.e. randomly ignores the speci-
fied percentage of neurons from the previous layer to
avoid overfitting) and the learning rate. In addition,
for the Adam optimizer (Bock and Weiß, 2019), β1
and β2 have to be set which are the exponential decay
rates for the first and second moment estimates, re-
spectively. Finally, the batch size is also tuned which
defines the number of instances to introduce in the
network in each step within an epoch.

For the traditional machine learning algorithms,
python’s scikit-learn (Pedregosa et al., 2011) library
is used. In the case of NN, RNN, BiRNN and At-
tentionRN, keras (Gulli and Pal, 2017) is the frame-
work used for the implementation of the proposed
models. The hyperparameters of these deep learning-
based models are automatically adjusted with the Op-
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Figure 4: Diagram of the environment characterization process given an exposure. In this example, input data is divided
into windows of size three for indoor and outdoor classification. For each window, an AI model assigns a probability of
resemblance to the outdoor environment. The mean and round functions are then applied to these probabilities to classify the
entire exposure. Evaluation metrics are used to compare the input and predicted data.

tuna (Akiba et al., 2019) framework. Among those
hyperparameters that are optimized by this frame-
work: window size, dropout rate, the RNN number
of neurons, number of feedforward layers, number of
neurons in each feedforward layer. Description of the
data used for the proposed AI models is shown in Ta-
ble 1 after selecting the best window size for the pro-
posed use cases.

3.4 Evaluation

The evaluation of the environment characterization
performance is done in three ways: window metrics,
group metrics and mean probabilities. For both, win-
dow and group metrics, the accuracy and F1 are com-
puted (Dalianis and Dalianis, 2018), being the max-
imum value 100%, which indicates a perfect charac-
terization. Both metrics measure how close the pre-
diction is to the current label. As the exposure is split
into smaller windows, each window is assigned the
same label as the whole exposure. That is, the smaller
windows come from the same environment as the ex-

posure. For each window, the accuracy and F1 scores
are computed, comparing the label of the window and
the label of the whole exposure.

For group metrics, the probabilities of all the win-
dows within the exposure are averaged and rounded,
comparing the predicted class of the exposure with the
actual class. Group metrics indicate the percentage of
exposures in the test set that are correctly classified.
Mean probabilities computed for the acetone detec-
tion use case are differentiated for label 1 (e.g. no
acetone exposure) and label 2 (e.g. acetone exposure)
exposures, obtaining the mean probability assigned
across all the windows inside the exposure. The same
happens for the second use case, where the exposures
captured indoors are assigned with label 1 and those
captured outdoors with label 2.

The selected evaluation scheme is 3-fold cross val-
idation (Berrar et al., 2019), which splits the data into
three folds, and at each time, two folds are used for
training and the remaining one for testing. This en-
sures that the results are not conditioned to the spe-
cific train/test data partition. For that reason, for each
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Figure 5: Representation of different recurrent neural net-
work architectures employed in this study: (a) RNN, (b)
BiRNN, and (c) AttentionRNN. For each experiment, one
of these architectures is selected independently and the
number of seconds in the input (p) is tuned to achieve the
best environment characterization performance. In this ex-
ample, the window size (p) is set to four. All the classifiers
have as input a window (w ji) and as output a probability
(p ji). Note that the algorithms are not combined, but share
the same input and output format.

evaluation metric, the mean value and the standard de-
viation are provided. In addition, the data is stratified,
that is, in the test set half of the exposures are always
from the first environment (label 1) and the other half
from the second environment (label 2).

4 RESULTS

This section presents the findings from the exper-
iments conducted for environment characterization.
First, in subsection 4.1 the performance of the pro-
posed methodology in characterizing environments
based on mixtures of VOCs is detailed, highlighting
key metrics such as accuracy for both use cases. Fol-

lowing this, in subsection 4.2 a comprehensive discus-
sion of these results is provided, contextualizing their
significance and exploring potential implications for
future applications.

4.1 Environment Characterization

In this section, a set of experiments is presented
for environment characterization in two different use
cases: acetone detection and indoor/outdoor charac-
terization. The main objective is to see if the method-
ology depicted in Figure 4 is able to distinguish the
two environments. The characterization performance
for both use cases may differ as the first one has a di-
rect source of VOC. Classification results are shown
in Table 2.

Table 2 shows the classification results by means
of window and group metrics for acetone detection
and indoor/outdoor characterization. For acetone de-
tection, the best mean window metrics are achieved
by the BiRNN model, with a maximum accuracy of
97,24% and a F1 of 97,25%. Group metrics show that
the four exposures of the test set are correctly clas-
sified for the three RNN-based models, being able to
differentiate the two exposures that were exposed to
acetone. The results obtained by the BiRNN are close
to those obtained by the RNN model for the win-
dow metrics, with a 95,50% of accuracy and a F1 of
95,51%. Regarding the mean probability assigned to
those exposures exposed to an acetone source (label
2), the BiRNN model provides a 99,10% for the ex-
posures in the test set across the different folds, com-
pared to 93,91% achieved by RNN, showcasing a high
precision for BiRNN. This precision seems to affect
the mean probability for those cases where there is no
acetone source (label 1), being the lowest for RNN
with 2,73%.

A comparison of the window metrics between
RNN, the best RNN-based model, with NN, which
is the best model from those that have one as window
size, shows a relative increase in terms of mean ac-
curacy of 15,36% and 14,53% for mean F1. Group
metrics show that the mean accuracy for NN is 83,3%
whereas for RNN is 100%. Considering that the num-
ber of exposures in the test set is 3, on average, the NN
classifies one or two exposures out of three whereas
the RNN is able to correctly characterize the three ex-
posures. These results indicate that the temporal pat-
terns of the signals have a high influence on the envi-
ronment characterization capabilities of the proposed
model.

For indoor / outdoor environments characteriza-
tion, the best score is also achieved by the BiRNN
with a mean accuracy of 92,37% and 92,38% in terms
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Table 2: Results for environment characterization through the classification of the exposures in the test set. The scores for the
evaluation metrics are divided for each of two use cases shown in Figure 2 and given for the window and group metrics. The
best results for each use case are marked in bold.

Window metrics Groups metrics Mean probabilities
Use case Model Accuracy F1 Accuracy F1 Label 1 Label 2

Acetone detection
conditions

KNN 53,03% (±2,47) 50,79% (±19,36) 54,17% (±37,69) 43,33% (±30,15) 16,66% (±0,00) 17,00% (±0,00)
RBF SVM 61,06% (±15,47) 61,01% (±12,43) 54,17% (±37,69) 43,33% (±30,15) 39,04% (±0,00) 38,80% (±0,00)
Decision Tree 63,97% (±1,88) 62,52% (±5,58) 72,92% (±18,84) 66,67% (±0,00) 37,53% (±0,00) 66,67% (±0,10)
SGD 61,64% (±21,57) 60,75% (±15,57) 54,17% (±37,69) 43,33% (±30,15) 12,73% (±3,62) 31,51% (±10,86)
NN 84,29% (±9,27) 84,91% (±8,44) 83,33% (±19,46) 82,22% (±13,73) 18,65% (±27,30) 87,05% (±13,00)
RNN 95,50% (±7,68) 95,51% (±7,65) 100,00% (±0,00) 100,00% (±0,00) 2,73% (±4,51) 93,91% (±10,52)
BiRNN 97,24 % (± 4,75) 97,25% (±4,74) 100,00% (±0,00) 100,00% (±0,00) 4,49% (±7,78) 99,10% (±1,52)
AttentionRNN 90,45% (±9,65) 90,65% (±9,36) 100,00% (±0,00) 100,00% (±0,00) 3,93% (±5,28) 85,09% (±19,13)

Indoor / outdoor
characterization

KNN 65,44% (±13,29) 64,17% (±4,49) 66,67% (±24,62) 62,50% (±9,23) 52,20% (±0,00) 83,77% (±0,00)
RBF SVM 63,05% (±13,88) 61,58% (±5,05) 50,00% (±12,31) 48,57% (±6,33) 55,33% (±0,00) 82,21% (±0,00)
Decision Tree 59,45% (±12,29) 56,49% (±7,88) 66,67% (±0,00) 62,50% (±9,23) 65,11% (±0,59) 85,16% (±0,20)
SGD 67,01% (±14,66) 65,54% (±5,31) 66,67% (±24,62) 62,50% (±9,23) 46,04% (±8,99) 86,26% (±0,87)
NN 89,58% (±5,73) 89,68% (±5,55) 91,66% (±9,73) 91,53% (±6,33) 8,86% (±10,20) 86,24% (±14,49)
RNN 91,86% (±5,54) 91,87% (±5,54) 95,83% (±8,14) 95,77% (±6,29) 7,84% (±7,91) 89,91% (±8,49)
BiRNN 92,37% (±4,78) 92,38% (±4,77) 95,83% (±8,14) 95,77% (±6,29) 6,48% (±6,20) 89,65% (±7,12)
AttentionRNN 88,66% (±6,17) 88,71% (±6,10) 95,83% (±8,14) 95,77% (±6,29) 9,28% (±6,41) 84,70% (±9,95)

of mean F1. Group metrics achieve a mean score of
95,38% in terms of accuracy and 95,77% by means of
mean F1, which implies that from eight exposures in
the test set, on average, 7 to 8 of them are correctly
classified. These results are close to those obtained
by the RNN, with 91,86% and 91,87% of mean ac-
curacy and F1, respectively. The mean probability
assigned to outdoor exposures (label 2) is very sim-
ilar for both RNN and BiRNN, being the mean value
higher for the RNN with 89,91% compared to 89,65%
but the standard deviation is lower for BiRNN. For in-
door exposures (label 1) the mean probability is lower
for BiRNN with a 6,48% compared to the 7,84% pro-
vided by the RNN.

When comparing the best model that uses one as
window size (NN) and the best RNN-based model
(BiRNN), a relative increase of 3,11% is achieved in
terms of mean accuracy and 3,01% in terms of mean
F1. Group metrics for both NN show that, with a
mean accuracy of 91,66% and a standard deviation
of 9,73, at most one exposure is incorrectly classi-
fied. These results, compared to those obtained in the
acetone detection use case, also show a difference in
performance when considering the time component of
the SPOC data, being higher for RNN-based models.

As a conclusion, the RNN-based models have
achieved a remarkable increase in performance com-
pared to those models that do not take into account the
time domain of the input data. In addition, the best
model has been BiRNN for both use cases, achiev-
ing a 95,25% mean accuracy for the acetone detec-
tion scenario. For the indoor and outdoor environ-
ment characterization use case the BiRNN achieves
a 92,37% of mean accuracy. In the acetone detec-
tion use case all the exposures are correctly classi-
fied, whereas in the indoor and outdoor characteriza-
tion use case, only one exposure is incorrectly classi-

fied. These results show the capabilities of the SPOC
device combined with the proposed methodology for
environment characterization. Optuna framework has
proven to be essential to adjust different hyperparam-
eters and optimize model performance, with the num-
ber of trials to 25 and the NSGA-III algorithm (Deb
and Jain, 2014) as the optimization function.

4.2 Discussion

This study proposes an AI-driven methodology that
incorporates deep learning techniques to character-
ize environments using signals captured by the SPOC
device under two different use cases: acetone detec-
tion and indoor / outdoor characterization. The first
one has a known source of VOCs (acetone), and the
second one is exposed to lower concentration of un-
known mixtures of compounds. Although the first
case directly exposes the device to acetone, other
VOCs may also be present in the air, with acetone
concentration being significantly higher. Given the
high mean classification accuracy of 97,24%, it would
be valuable to compare the signals from other VOCs
to analyze potential differences in the SPOC’s read-
ings.

The motivation for the second use case is sup-
ported by previous research reporting significant dif-
ferences between indoor and outdoor environments,
with VOC concentrations generally being higher in-
doors (Vardoulakis et al., 2020). For this use case, the
model’s performance decreases by around five points
in terms of mean accuracy, which may be attributed to
the characterization of an uncontrolled environment
compared to the semi-controlled environment of the
first use case. In contrast, when measurements are
taken in uncontrolled environments, along with the
presence of environmental noise, the concentration of
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VOCs may be significantly reduced. Another factor
affecting accuracy could be situations where the in-
door and outdoor environments are not differentiable,
possibly due to cleaner indoor air or airflow from the
outside. Thus, exposure classification errors may in-
dicate changes in the mixtures of VOCs in environ-
ments monitored by the SPOC device.

The comparison of results achieved by the models
in Section 4 primarily considers the mean scores of
the proposed metrics. Additionally, a paired t-test was
performed using the standard deviation across the dif-
ferent folds. The results provide no evidence of a sta-
tistically significant difference in performance among
the recurrent neural network-based models. There-
fore, selecting the best model may vary depending
on the score for each use case, computational time,
and preferred mean probability. For example, in the
acetone detection use case, if better detection of pos-
itive cases is prioritized, the BiRNN performs better
(99,10%). However, if the goal is to monitor normal
environmental conditions and reduce false positives,
the RNN may be preferable with a mean probability
of 2,73%. In any case, RNN-based models signifi-
cantly outperform those models limited to a window
size of one (p< 0,005), demonstrating the advantages
of considering the time domain of the signals.

Future work should consider expanding the num-
ber of environments used for characterization and
evaluating the SPOC and the proposed methodology
on more complex tasks. A deeper analysis of the sig-
nals would be valuable to understand the influence of
each layer in the characterization process, as well as
any patterns indicative of specific VOCs, leveraging
the capabilities of this device compared to previous
approaches like the e-nose.

The proposed methodology has proven to be ef-
fective for environment characterization based on
VOC mixtures using just a few hours of data for
model training. This is achieved by splitting the expo-
sure into windows, generating thousands of instances
for training deep learning models. Additionally, this
solution can be used for real-time monitoring, provid-
ing a probability every second by analyzing the last
25 seconds of data. Therefore, this approach could
potentially be used for other air quality assessments
or the detection of specific health conditions based on
air from exhaled breath. The only requirement would
be to capture a few hours of data to retrain the model
for characterization, eliminating the need for calibra-
tion or new sensors. Then, the predictions could be
provided at each second, depending on the hardware
provided for the inference.

5 CONCLUSIONS

In this work, we propose and evaluate an AI-
based pipeline for environment characterization that
compares several machine learning and deep learn-
ing classifiers, including recurrent neural networks
(RNNs). To assess the capabilities of our approach,
we have captured SPectrometer-On-Card (SPOC)
data in two different use cases. In the first use case,
this pipeline is used for the characterization of an en-
vironment with a direct source of VOC (acetone). In
the second use case, the evaluation is carried out in
indoor and outdoor environments (a common applica-
tion in the state-of-the-art), where the concentration
of unknown mixtures of compounds is lower com-
pared to the first use case. With that aim, our approach
splits the signal into smaller windows and compares
different machine learning algorithms for environ-
ment classification based on SPOC signals generated
as a response to the exposition of complex mixtures of
compounds. The probabilities for these windows are
averaged across the entire exposure and a final predic-
tion is given. The results show that the bidirectional
recurrent neural network (BiRNN) achieves the best
performance with a 97,24% mean accuracy in win-
dow classification and all the exposures are correctly
characterized. For indoor and outdoor characteriza-
tion use cases, a mean accuracy of 92,97% is achieved
for window classification with seven exposures out of
eight correctly classified.

The SPOC device combined with the proposed
data analysis methodology and deep learning mod-
els has been able to correctly characterize and differ-
entiate environments based on complex mixtures of
compounds that flow through the device. In addition,
the BiRNN model is able to provide a prediction each
second by looking at the previous 25 seconds, extend-
ing its use for real-time monitoring of complex envi-
ronments. This device does not need to be calibrated
and is not limited to specific VOCs, delineating its
potential for other use cases such as disease detection
(e.g. cancer), leaks detection in industry, the detec-
tion of uncompleted combustion in urban areas and
environmental monitoring.
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