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Abstract: The increasing importance of public speaking (PS) skills has fueled the development of automated assess-
ment systems, yet the integration of large language models (LLMs) in this domain remains underexplored.
This study investigates the application of LLMs for assessing PS by predicting persuasiveness. We propose
a novel framework where LLMs evaluate criteria derived from educational literature and feedback from PS
coaches, offering new interpretable textual features. We demonstrate that persuasiveness predictions of a re-
gression model with the new features achieve a Root Mean Squared Error (RMSE) of 0.6, underperforming
approach with hand-crafted lexical features (RMSE 0.51) and outperforming direct zero-shot LLM persua-
siveness predictions (RMSE of 0.8). Furthermore, we find that only LLM-evaluated criteria of language level
is predictable from lexical features (F1-score of 0.56), disapproving relations between these features. Based
on our findings, we criticise the abilities of LLMs to analyze PS accurately. To ensure reproducibility and
adaptability to emerging models, all source code and materials are publicly available on GitHub.

1 INTRODUCTION

Public speaking (PS) is a vital skill for profes-
sional success and self-confidence (Schreiber and
Hartranft, 2017), thus automated assessment systems
have emerged to provide affordable training solutions
for students and young professionals (Rodero and
Larrea, 2022; Schneider et al., 2015; Kurihara et al.,
2007). Recently Large Language Models (LLMs)
have also penetrated the field of automatic PS as-
sessment. Commercial systems, such as Poised1,

a https://orcid.org/0009-0002-7459-8917
b https://orcid.org/0000-0001-9858-6844
c https://orcid.org/0000-0003-1890-2814
d https://orcid.org/0000-0002-6664-6117
e https://orcid.org/0000-0003-4850-3398
1https://www.poised.com/about-us

Yoodli2, and GPT-based services3,4, have embraced
this trend. Meanwhile, academic research has primar-
ily focused on classification/regression models (Chen
et al., 2015) and neural networks (Ashwin and Rajen-
dran, 2022; Tun et al., 2023), resulting in a significant
gap between research and commercial practice. Our
study addresses this gap by employing LLMs for a
subjective dimension prediction (e.g., persuasive-
ness, engagement, etc.), a commonly used approach
in the literature on automatic PS assessment. Specif-
ically, we concentrate on the persuasiveness dimen-
sion, which has been demonstrated to have a strong
correlation with textual characteristics. For instance,
(Larrimore et al., 2011) analyzed the relationship be-
tween word count and language types in the context of
their persuasiveness in securing funding, while (Park

2https://app.yoodli.ai/
3https://bit.ly/48eqllR
4https://bit.ly/3YeKnYy

538
Barkar, A., Chollet, M., Labeau, M., Biancardi, B. and Clavel, C.
Decoding Persuasiveness in Eloquence Competitions: An Investigation into the LLM’s Ability to Assess Public Speaking.
DOI: 10.5220/0013158400003890
Paper published under CC license (CC BY-NC-ND 4.0)
In Proceedings of the 17th International Conference on Agents and Artificial Intelligence (ICAART 2025) - Volume 3, pages 538-546
ISBN: 978-989-758-737-5; ISSN: 2184-433X
Proceedings Copyright © 2025 by SCITEPRESS – Science and Technology Publications, Lda.



et al., 2014) showed that textual features outperform
visual ones in predicting persuasiveness.

Our objective is to evaluate the ability of LLMs
to analyze public performance, focusing on the
textual modality, which has received less attention
compared to the extensively studied audio and visual
modalities (Eyben et al., 2016; Nguyen et al., 2012;
Chen et al., 2015). Existing approaches to textual as-
pect analysis often lack interpretability and usefulness
for feedback. For example, prior research has relied
on non-interpretable embeddings (Das et al., 2021)
or hand-crafted features, such as uni-/bi-grams (Park
et al., 2014), word rate, pause length, fillers (Dinkar
et al., 2020), sentiment lexicons (Chen et al., 2015),
and LIWC-based emotional features (Pennebaker
et al., 2022), to assess speaker charisma (Yang et al.,
2020). To address this problem with interpretability
and usefulness, building on PS coaches’ interviews
and established assessment grids (Chollet and Lefeb-
vre, 2022), we developed a list of textual criteria
essential for successful PS performance. We then
created an LLM-based method to evaluate these crite-
ria and analyzed their relationship with existing hand-
crafted features as well as their effectiveness in per-
suasiveness prediction.

Building on LLMs’ success in tasks like political
speech identification (Gilardi et al., 2023) and sen-
timent classification (Zhu et al., 2023; Latif et al.,
2023), and their challenges in justifying automatic
story evaluations (Chhun et al., 2024; Binz and
Schulz, 2022; Lamprinidis, 2023), we hypothesized
they could reliably analyze text and provide features
but struggle with accurately evaluating persuasive-
ness. To enhance accessibility and reproducibility
while reducing environmental impact, we focused
on smaller, open-source LLMs that show a smaller
carbon footprint (e.g. 539 tons for Llama 2 (AI,
2023) against 552 tons for GPT models (Patterson
et al., 2021)). Recognizing the rapid model ad-
vancements, we highlight our methodological con-
tributions and offer an open-source implementa-
tion with results adaptable to newer models as well
as additional analyses not covered in this paper on
GitHub5 . Based on the identified gaps we formulate
the following research questions (RQs):

RQ-1: How accurately can LLMs directly predict the
persuasiveness of a speech based on its tran-
script?

RQ-2: Could LLM-evaluated criteria be a high-level
representation of lexical features?

5https://github.com/abarkar/
PublicSpeakingAnalysisWithLLMs

2 3MT FRENCH DATASET

Motivations. Our long-term goal is to create an
open-source system available for French students,
therefore, we focus on the educational context.
However, most available PS datasets are not relevant
to educational settings. For example, the MIT
Interview dataset (Courgeon et al., 2014) covers
job interviews, POM (Park et al., 2014) focuses on
film reviews, and AVSpeech (Ephrat et al., 2018)
and YouTube-8M (Abu-El-Haija et al., 2016) target
YouTube videos, SAC-LAD (Song et al., 2023)
and CREMA-D (Cao et al., 2014) focus on anxiety
and emotion, and NUSMSP (Gan et al., 2017) lack
persuasiveness annotations. We, therefore, use the
3MT French dataset (Biancardi et al., 2024), which
offers crowd-sourced persuasiveness evaluations of
French PhD students’ presentations:

• 3-minute presentations from “Ma Thèse en 180
secondes” (135 female, 113 male) on diverse re-
search topics.

• Each presentation was rated on a 5-point Likert
scale for persuasiveness, adapted from the Pub-
lic Speaking Competence Rubric (Schreiber et al.,
2012). Three annotators per sample assessed
how effectively the speaker constructed a credible,
convincing message. For details on the annotation
protocol, refer to (Biancardi et al., 2024).

• The dataset does not include transcripts. We gen-
erated them using Whisper (Radford et al., 2022),
a state-of-the-art Automatic Speech Recognition
model. After manual verification and removal of
corrupted samples, we retained 227 transcripts.

3 METHODOLOGIES FOR
PUBLIC SPEAKING
EVALUATION

3.1 Zero-Shot Persuasiveness Prediction
(RQ-1)

Prompting Techniques. This paper does not fo-
cus on prompt engineering, so we avoid advanced
techniques such as Chain of Thought (Wei et al.,
2023) or Contrastive Explanations (Paranjape et al.,
2021). Instead, following natural language prompts
from (Korini and Bizer, 2023), (Huang et al., 2023),
and (Cheng et al., 2023), we use simple Instruction-
based Zero-shot Prompting, providing transcripts and
questions in separate sections. Our goal was to avoid
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Table 1: Example of prompt structure for persuasiveness
evaluation.

Prompt
Analysis description:
TASK=[Evaluate transcript of the public perfor-
mance given in the TRANSCRIPT section. To un-
derstand how to evaluate it, use the description of
the dimension described in the DIMENSION sec-
tion. Give ONLY one number as an answer - this
number is a score and it has to be given based on
the scale described in the SCALE section.]
SCALE=[Scale from 1=not at all to 5=very
much.]
DIMENSION=[In your opinion, how persuasive
is the speech in this transcript, i.e., do the person
effectively craft a convincing message? Is their rea-
soning rigorous?]
TRANSCRIPT=[transcript content ]

long transcripts with few-shot prompting and keep the
task simple and concise for the small models. Given
the strong influence of prompting on model outcomes
(Zhao et al., 2021), (Webson and Pavlick, 2022), we
test several prompts in English, French, and Multi-
lingual settings6. Table 1 shows an example used in
Section 5 for results presentation. To address RQ-
1, we structure prompts into sections: TASK – con-
tains instructions for the model, DIMENSION – pro-
vides dimension-related question, SCALE – defines
the grading scale, and TRANSCRIPT – holds the
transcript. Prompts are generated automatically for
each transcript. We refer to individual prompt as p
and the set of tested prompts as P.
Persuasiveness Definition for LLMs. To align with
human scores from the 3MT French dataset we adapt
the question from (Biancardi et al., 2024) originally
formulated in French. In Table 1 we provide an En-
glish translation.
Result Post-Processing and Notations. We auto-
matically extract scores using the spaCy (Honnibal
and Montani, 2017) library and filter out inconsistent
LLM outputs (e.g., multiple predicted scores, grading
scale changes, or text generation instead of scoring).
Each result is manually reviewed to confirm inconsis-
tencies. For any model referred to as m from the set
M, and for any prompt p ∈ P, the LLM-predicted per-
suasiveness scores are denoted as {ŷi p,m}i∈N , where N
represents the dataset samples (either full or test set).

3.2 New Interpretable Features vs
Lexical Features (RQ-2)

Lexical Features. In order to validate the useful-
ness of the new interpretable features, we extracted
several types of hand-crafted lexical features from

6Examples of the prompts can be found in our open-
source GitHub repository

(Barkar et al., 2023) that are categorized into three
main groups: Language Level (lexical and syntactic
properties of the text), Richness of Vocabulary and
Transitions (variety and transitions within the vo-
cabulary) and Affective, Cognitive, and Perceptual
Processes (quantify the presence of affective (emo-
tions), cognitive (thought processes), and perceptual
(sensory and experiential) elements of LIWC (Pen-
nebaker et al., 2022) dictionary)7. For details on the
features refer to (Barkar et al., 2023). We use spaCy
(Honnibal and Montani, 2017) for part-of-speech tag-
ging, the French tagger (Labrak and Dufour, 2022)
for fine-grained tags, and LIWC (Pennebaker et al.,
2022) with the French dictionary (Piolat et al., 2011)
for LIWC features.
Criteria Collection and Multiple-Choice Question
Composition. To address RQ-2, we analyze speech
using established French evaluation grids (e.g. (EPF,
2013), “Ma thèse en 180 secondes” evaluation grid).
These criteria were validated through interviews with
11 French PS coaches (Chollet and Lefebvre, 2022)
and supplemented with criteria from the international
literature on persuasiveness and clarity. Each criteria
was encoded as A, B or C8. While criteria may vary
by culture, we aim for broad applicability, acknowl-
edging cultural limitations. We used multiple-choice
questions to create an evaluation prompt9 for each cri-
teria and transcript. Scores are referred to as LLM-
evaluated criteria. The identified criteria are listed be-
low and their relation to lexical features is discussed.
Topic Presentation. Rate the presentation of the sub-
ject based on clarity and originality. We drew upon
(Chollet and Lefebvre, 2022).
Structure. Evaluate the structure of the speech based
on clarity, organisation, and effectiveness of transi-
tions. We drew upon (Chollet and Lefebvre, 2022).
We hypothesise the structure criteria can be related
to richness of vocabulary and transitions category of
lexical features.
Language Level. Assesses the appropriateness of the
language level in the speech based on clarity, avoid-
ance of jargon, slang, or offensive terms, and richness
of vocabulary and expression. We drew upon (Chollet
and Lefebvre, 2022). We hypothesise that language
level will be related to language level category.
Passive Voice. Rates the use of passive voice in
the speech based on clarity and appropriateness,
with consideration for whether it enhances clar-
ity/objectivity or hinders understanding. Motivated
by (Inzunza, 2020) who demonstrated the correlation

7The full feature list and formulas are available on our
GitHub

8Questions available on our GitHub
9Examples available in our GitHub
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between text perception (objective, ambiguous, clear)
and the utilisation of passive voice.
Conciseness. Rates the length of the sentences in the
speech based on clarity and readability, considering
whether they are too short, appropriately varied, or
excessively long and unclear. We drew upon (Mel-
loni et al., 2017), who measure conciseness based on
the length of the full text. However, since all exam-
ples in our dataset exhibited approximately the same
length, we opted to use the length of sentences as the
criteria. Thus, we assess the conciseness of each sen-
tence. We hypothesise that this criteria can be related
to language level category.
Redundancy. Evaluates the redundancy of the speech
content, considering whether it enhances clarity, con-
tains some repetition for emphasis, or includes exces-
sive redundancy that obscures the message. Accord-
ing to (Cao and Zhuge, 2019), conciseness is defined
by the absence of redundancy between sentences. We
hypothesise connections to language level category.
Negative Language. Rates the use of negative
words/expressions in the speech, considering whether
they are effectively used, noticeable but not impactful,
or excessively negative and creating a poor impres-
sion. We rely on the research of (Martin, 2017) who
illustrated the differing effects of positive and nega-
tive word-of-mouth. We hypothesise connections will
be observable with language in relation to the Affec-
tive, Cognitive and Perception processes category.
Metaphor. Rates the use of metaphors in the dis-
course, considering whether they enhance explana-
tion, are present but could be improved, or are ab-
sent. Drawing upon evidence from the literature, such
as (Goatly, 1997), which underscores the significance
of metaphoric language, and studies like (Ortony,
1993), which elucidate its connection to memorable
and efficient explanations, we incorporated criteria
for metaphoric language usage.
Storytelling. Rates the narrative in the speech,
considering whether it’s absent, present but irrele-
vant, or effectively used and relevant to the con-
tent. The literature proposes several studies on the
relationship between storytelling and language profi-
ciency (Zuhriyah, 2017; Natasia and Angelianawati,
2022). Storytelling also is related to persuasiveness in
marketing (Zubiel-Kasprowicz, 2016) and in the de-
velopment of teaching skills (Morrison and Lorusso,
2023). Therefore, we integrated an evaluation of sto-
rytelling into our criteria.

4 EXPERIMENTAL DETAILS

Performance Evaluation Metrics. We compare per-
suasiveness evaluations from LLMs against ground
truth (GT) using Root Mean Squared Error (RMSE),
Coefficient of Determination (R2), and Median Ab-
solute Error (MedAE)10. We denote metrics as func-
tions A(·, ·) between predicted and ground-truth per-
suasiveness scores.
Self-Consistency Evaluation Metrics. We eval-
uate LLM models’ self-agreement using Intraclass
Correlation Coefficients (ICC) following (Koo and
Li, 2016). Applying the Two-Way Mixed Effects
Model with consistency, we calculate ICC3,1 for
single rater/measurement, following (McGraw and
Wong, 1996). This method rates each sample from
a fixed set N using three runs of model m on the same
sample i and prompt p.
Choice of Open-Source Models. We evaluate three
top open-source LLMs 11: Llama2 (Touvron et al.,
2023), Mistral (Jiang et al., 2023), and Llama312, cho-
sen for their strong performance and ability to han-
dle our 900-token prompts. Llama2 excels in long-
context tasks (Xu et al., 2023), Mistral 7B outper-
forms Llama2-13B (Jiang et al., 2023), and Llama3
surpasses Mistral on GPQA and GSM8K. All rank
among the top four on the HuggingFace Open LLM
Leaderboard13. Models are accessed via Ollama14 us-
ing 4-bit quantization.
Commercial Baseline Model. In addition to the
open-source models, we use GPT-4o-mini. GPT-
4o-minis’ performance and cost-efficiency make it a
valuable comparison point for open-source models
(OpenAI, 2024b).
Model temperature and Top p. Given the diver-
sity of model families and the parameter sensitivity
of LLMs, we opted to use the recommended default
temperature and top p for each model.

5 EXPERIMENTS AND RESULTS

5.1 RQ-1

To address RQ-1, we compare LLM-predicted per-
suasiveness scores to ground-truth (GT) scores (i.e.,
human annotations from (Biancardi et al., 2024)

10Additional metrics can be found on our GitHub
11For the moment of writing the paper
12https://ai.meta.com/blog/meta-llama-3/
13https://huggingface.co/spaces/HuggingFaceH4/

open llm leaderboard
14https://ollama.com/blog
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Table 2: AMm of LLM-predicted persuasiveness on full
data. Lower RMSE and MedAE and higher R2 indicate bet-
ter quality of prediction. The best metrics of each column
are highlighted in bold.

LLM RMSE R2 MedAE
LLaMA2 0.89 −1.72 0.61
Mistral 0.9 -1.52 0.6

LLaMA3 0.89 −1.59 0.48
GPT-4o-mini 1.48 −7.05 1.34

on a 5-point Likert scale). Each model m ∈
M = {LLaMA2, LLaMA3, Mistral, GPT-4o-mini} is
tested three times with the same prompt p ∈ P, with
runs indexed by id ∈ {1,2,3}. The output of run id
for model m with prompt p is denoted as {ŷi p,m,id}i∈N ,
where N is the set of data samples. For the evaluation
metric A({ŷi p,m,id}i∈N ,{yi}i∈N) that compares predic-
tions to GT scores we compute the average metric
across runs for each model-prompt pair (m, p) (due
to observed prompt dependency15, we report metrics
averaged over all prompts p ∈ P for each model):

AMm =
1
|P| ∑

p∈P

1
3 ∑

id∈{1,2,3}
A({ŷi p,m,id}i∈N ,{yi}i∈N)

(1)
Table 2 presents results for all metrics A(·, ·) using

the full dataset (N).
We note that the average results in Table 2 also

reflect the relative behaviours of the models in each
prompt. RMSE, in the same units as the target, re-
veals a large average error of about 0.9 points for
all open-source models, which is significant for a
5-point Likert scale. Negative R2 values across all
models highlight a clear discrepancy between LLM-
predicted and ground-truth persuasiveness scores for
all three open-source models. MedAE highlights typ-
ical errors of 0.61 for LLaMA2, 0.6 for Mistral, and
0.48 for LLaMA3, showing LLaMA3’s lower errors.
GPT-4o-mini underperforms across all metrics. Addi-
tional Kolmogorov-Smirnov test (K-S) and linear re-
gression show significant differences in distribution
between GPT-4o-mini and open-source models, with
K-S statistics of 0.8 for Mistral and 0.5 for LLaMA2
(p < 0.001). Regression slopes deviate from 1, sug-
gesting GPT-4o-mini’s poor performance results from
a different distribution, not just a shift. Its low R2 con-
firms its difficulty in predicting persuasiveness. Ad-
ditionally, we measure the quality of model evalua-
tion in terms of self-agreements16. To that end, for
each pair of model m and prompt p, we calculate the
agreement between ratings in three runs:

15Detailed results for each prompt are available on
GitHub.

16ICCs for each prompt are available on GitHub

Table 3: Elastic Net for persuasiveness prediction using dif-
ferent features against LLaMA3 and baseline on test data
N. Best metric in bold.

Input RMSE R2 MedAE
LLM-evaluated criteria 0.59 -0.02 0.35

Lexical features 0.51 -0.03 0.40
LLaMA3 0.80 −0.80 0.38

Baseline: mean prediction 0.60 -0.012 0.36

ICC3,1 or k({ŷi p,m,id=1}i∈N ,{ŷi p,m,id=2}i∈N ,{ŷi p,m,id=3}i∈N)

(2)
For the prompt, presented in Table 1 we observed

high self-agreement for Mistral model (ICC3,1 =
0.73 with 95% confidential interval (CI) [0.61,0.83]),
while LLaMA2, LLaMa3 and GPT-4o-mini showed
the low agreements (ICC3,1 equals 0.39,0.34 and 0.22
respectively) other prompts demonstrated the same
tendencies.

5.2 RQ-2

In order to address RQ-2 and compare LLM-
evaluated criteria as the new textual features to the
lexical features, we use both feature sets as input for
ElasticNet17 to predict persuasiveness. We used an
80/20% train/test split and compared the results to the
zero-shot persuasiveness prediction by the LLaMA3
model (which showed the best results in RQ-1) and
to the baseline model that predicted simply the mean
of the persuasiveness.

From Table 3, we observe that ElasticNet with lex-
ical features slightly outperforms the baseline mean
prediction, while using criteria as features achieves
results close to the mean prediction, though slightly
worse than lexical features. RMSE indicates an av-
erage prediction error of about 0.5− 0.6 for regres-
sion models against 0.8 points for LLaMA3 (AMm on
test data N), showing that the feature-based approach
is more accurate. Negative R2 values indicate poor
alignment with GT persuasiveness. MedAE value of
0.35 shows a smaller typical error for LLM-evaluated
criteria compared to lexical features (0.40) and zero-
shot LLM-based persuasiveness prediction (0.38).

Finally, we studied whether the LLM-evaluated
criteria can be predicted based on lexical features, i.e.
whether there is some correspondence between these
features. Using Random Forest with class weighting
for imbalanced data, we predict LLM-evaluated cri-
teria from lexical features. We assess performance
with balanced accuracy, precision, recall, and F1-
score. Additionally, we compute Cohen’s Kappa (Co-
hen, 1960) between LLM-evaluated criteria and crite-

17Other regression models were also tested and results
can be found on our GitHub.
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Table 4: Random Forest results for criteria prediction with
results for majority-vote classifier in brackets. Metrics
of Balanced Accuracy (BA), Precision(P), Recall(R), F1-
score, Cohen’s Kappa(κ) and Class Distribution (CD).

Criteria BA P R F1 κ CD

Redundancy 0.21 (0.33) 0.21 (0.17) 0.22 (0.41) 0.21 (0.24) -0.19 A: 14, B: 17, C: 10
Lang. Level 0.52 (0.5) 0.57 (0.4) 0.61 (0.63) 0.56 (0.49) 0.05 A: 15, B: 26
Passive Voice 0.27 (0.33) 0.41 (0.43) 0.54 (0.66) 0.47 (0.52) -0.12 A: 8, B: 6, C: 27

ria classified from lexical features. As a baseline, we
use a majority-vote classifier. We report results for the
LL-evaluated criteria with balanced classes (A, B and
C having a close number of samples) in Table 4 with
baseline results in brackets.

Overall, the results were fairly poor, suggesting
that LLM-evaluated criteria are difficult to predict
from lexical features. Only the language level criteria
classification performs slightly better than the base-
line. Besides, Cohen’s κ also shows a slight agree-
ment (according to (Landis and Koch, 1977)) only be-
tween the prediction of the language level criteria and
its LLM evaluation, which indicates that the hand-
crafted features share the most information with the
language level LLM-evaluated criteria. However, the
poor performance in classifying criteria raises con-
cerns about the reliability of LLMs in evaluating these
criteria, which we intend to explore in future work.

6 CONCLUSIONS

Our experiments have led us to draw the following
findings:

1. Open-Source Models Outperform Commer-
cial Models but Struggle with Zero-Shot Per-
suasiveness Prediction. The best-performing
model, LLaMa3, achieved an RMSE of 0.89,
compared to 1.48 by GPT-4o-mini. These re-
sults support our hypothesis that LLMs perform
poorly in subjective dimension evaluation. Fur-
thermore, all models except Mistral exhibit low
self-consistency, though it exceeds the inter-rater
agreement in the 3MT French dataset (11%).

2. LLM-Evaluated Criteria Improve Direct Per-
suasiveness Prediction by LLMs but Underper-
form Compared to a Regression Model with
Hand-Crafted Features. While using LLM-
evaluated criteria as features for persuasiveness
evaluation (RMSE 0.6) improves upon direct
LLM prediction (RMSE 0.8), it still lags behind
classical ML models (RMSE of 0.5), confirming
that hand-crafted features remain the most accu-
rate approach for predicting persuasiveness.

3. LLM-Evaluated Criteria Are not Effective as
High-Level Representations of Lexical Fea-

tures. Only language-level criteria classified from
lexical features (F1-score 0.56) outperform the
baseline majority-vote classifier (F1-score 0.49),
with positive Cohen’s κ (0.05) showing slightly
similar to ground truth distribution. No other cri-
teria show such connections, indicating they can-
not serve as high-level interpretable representa-
tions of lexical features.
Compared to prior systems (Schneider et al.,

2015; Kurihara et al., 2007) we provide a new
framework for future research to capture the per-
formance characteristics of LLMs in automatic
public speech evaluation using well-formulated
criteria based on educational literature and the
expertise of PS coaches. Notably, LLMs were not
trained on the data, highlighting that the poor perfor-
mance is not due to data quality but rather the LLMs’
inability to leverage general knowledge for assessing
a subjective task. These results should be validated
with other PS datasets to investigate whether simi-
lar findings emerge in different contexts (e.g., vlogs
or TED talks in languages other than French or with
speakers of more heterogeneous levels). Differences
in LLM-based prediction outcomes with prior re-
search (e.g. 66% accuracy (Park et al., 2014)) raise
questions about the reliability of systems relying
on generative models such as Yoodli18. Further
research is needed to assess the impact of different
prompting techniques and parameter choices on LLM
performance. Finally, comparing LLM-annotated cri-
teria with expert annotations will be a key next step.
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