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Abstract: This paper reviews a range of federated unlearning techniques, with a focus on their applications, limitations, 
and potential benefits. Federated unlearning addresses privacy concerns by enabling the removal of specific 
data from machine learning models without requiring full retraining. This is particularly relevant in complying 
with legal regulations like General Data Protection Regulation (GDPR). Methods like FedEraser and FedCIO 
provide effective data removal by partitioning and clustering data, making them suitable for handling complex, 
non-independent and identically distributed (Non-IID) data. FedRecovery offers high precision by storing and 
rolling back model gradient updates, while other approximate methods such as F2UL optimize computational 
efficiency through differential privacy, striking a balance between privacy and performance. The analysis 
reveals the trade-offs between these exact and approximate methods, with the former ensuring better data 
removal precision but at a higher computational cost, and the latter being more resource-efficient but 
involving potential privacy risks. It can be concluded that future research should focus on developing 
standardized evaluation metrics, improving computational efficiency, and enhancing the adaptability of 
federated unlearning techniques to better manage Non-IID data in real-world applications. This research aims 
to guide advancements in federated unlearning, promoting its application in dynamically adaptive, privacy-
sensitive machine learning scenarios. 

1 INTRODUCTION 

Federated Learning (FL) is a privacy-preserving 
distributed machine learning framework that enables 
multiple participants to collaboratively train models 
in local clients without sharing raw data. With the 
intensification of the "Right to be Forgotten" legal 
requirements, removing specific data from FL models 
has become increasingly critical. Federated 
Unlearning (FU), one of the key techniques 
addressing this challenge, was first explored in 2021 
by Liu et al. through the FedEraser method, which 
efficiently removes specific clients' data without 
requiring a full retraining process (Liu et al., 2021). 
This approach significantly enhances the scalability 
of federated systems. However, challenges remain, 
particularly in maintaining the model's utility while 
effectively eliminating specific user data (Liu et al., 
2024). 
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Most existing unlearning research focuses on 
centralized systems that rely on rapid retraining or 
approximate unlearning to remove data. When 
applied to FL, however, unique challenges arise, 
including data privacy concerns, high computational 
costs, and the complexity of efficiently eliminating 
contributions from individual clients in distributed 
environments (Nguyen et al., 2024; Wu et al., 2022). 
Additionally, handling non-independent and 
identically distributed (Non-IID) data, which is 
common in FL, further complicates the process of 
federated unlearning (Wang et al., 2022; Zhao et al., 
2024). 

Federated unlearning techniques not only comply 
with regulations like the General Data Protection 
Regulation (GDPR) but also reduce the 
computational and time costs of retraining models 
(Wu et al., 2022; Gong et al., 2023). Moreover, these 
techniques enhance model adaptability, proving 
valuable in applications requiring frequent updates, 
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such as medical diagnostics and financial risk 
management (Su et al., 2024; Halimi et al., 2023). 

Current federated unlearning methods include 
rapid retraining (e.g., FedEraser) (Qiu et al., 2023), 
approximate unlearning (Wang et al., 2022), and 
particle-based Bayesian methods (Gong et al., 2023). 
Each method offers trade-offs between precision, 
computational cost, and privacy protection. While 
rapid retraining preserves model utility, it often incurs 
high costs. Approximate methods like differential 
privacy reduce resource consumption but may leave 
residual data traces (Zhao et al., 2024). Particle-based 
methods, though promising in balancing performance 
and efficiency, are more suited for approximate rather 
than exact unlearning (Nguyen et al., 2024). 

In conclusion, this paper systematically reviews 
federated unlearning techniques, evaluating both 
exact and approximate methods such as FedCIO, 
FedRecovery, and F2UL. These insights aim to guide 
future research, promoting advancements in federated 
unlearning and supporting its broader application in 
privacy-sensitive, dynamically adaptive machine 
learning scenarios (Zhang et al., 2023; Su et al., 
2024). 

2 METHODS 

2.1 Exact Federated Unlearning  

2.1.1 Sharding and Isolation 

By partitioning the dataset and training sub-models 
for each shard, it ensures that the global model no 
longer retains the influence of removed data. The 
FedCIO method (Qiu et al., 2023) combines 
clustering and one-shot aggregation to completely 
eliminate the influence of target data, especially in 
scenarios involving non-independent and identically 
distributed (Non-IID) data, making it well-suited for 
federated learning systems with complex data 
distributions. 

2.1.2 Model Parameter Updates 

Methods based on model parameter updates aim to 
precisely remove the influence of target data by 
selectively updating model parameters. FedRecovery 
(Zhang et al., 2023) achieves precise data removal by 
storing gradient updates and rolling back related 
parameters, while also incorporating differential 
privacy to protect data privacy. This approach is 

particularly suitable for applications that require 
high-precision data removal and privacy protection. 

2.1.3 Reverse Gradients 

Reverse gradient methods use stochastic gradient 
ascent (SGA) optimization to precisely remove the 
influence of specific data from the model. The 
framework proposed by Wu et al. (Wu et al., 2022) 
calculates gradients and applies reverse optimization 
to eliminate the contribution of target data. The 
innovative aspect lies in the application of reverse 
optimization to achieve complete data removal, 
making it suitable for scenarios that require high 
precision and seamless unlearning. 

2.1.4 Snapshot and Reconstruction 

By saving snapshots of the model at different stages 
during training and reconstructing the model during 
unlearning, this method enables rapid removal of 
specific data influence. FedEraser (Liu et al., 2021) 
preserves multiple model snapshots during training 
and rolls back these snapshots upon receiving an 
unlearning request to ensure precision in unlearning. 
This approach is particularly suitable for systems that 
require fast responses to unlearning requests. 
FedRecovery (Zhang et al., 2023) also uses a similar 
approach by storing and rolling back gradient updates 
to ensure that the model behaves as if it had never 
seen the target data. 

2.2 Approximate Federated Unlearning 

2.2.1 Privacy Preservation 

Differential privacy is used to protect user privacy by 
adding noise during the unlearning process, providing 
an approximate solution for data removal. The 
“Privacy-Preserving Federated Unlearning” (Liu et 
al., 2024) introduces noise during unlearning to 
protect user privacy while reducing the need for 
retraining, making it suitable for scenarios with high 
privacy requirements and limited computational 
resources. The "Ferrari" method by Gu et al. (Gu et 
al., 2024) combines feature sensitivity optimization 
within a differential privacy framework to remove the 
influence of target data features efficiently, 
simplifying preprocessing and ensuring effective 
unlearning. This approach is ideal for scenarios 
requiring fast unlearning and high feature privacy. 
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2.2.2 Efficient Parameter Updates 

By selectively updating certain model parameters, 
computational costs associated with full retraining 
can be reduced. The “Update Selective Parameters” 
method proposed by Xu et al. (Xu et al., 2024)  
leverages model interpretation to selectively update 
parameters for data removal. The innovation lies in 
the combination of model interpretation with 
selective updates, ensuring a balance between 
efficiency and effectiveness. This approach is 
particularly useful for resource-constrained 
applications requiring efficient unlearning. 

2.2.3 Model Architectural Adjustments 

This method adjusts the model architecture, such as 
pruning techniques, to reduce the dependency on 
specific data, thereby achieving approximate 
unlearning. The “Federated Unlearning via Class-
Discriminative Pruning” (Wang et al., 2022)  removes 
the model’s dependency on specific class data by 
pruning, with the workflow including pruning and 
parameter adjustment, significantly reducing the 
computational cost of retraining. It is particularly 
suitable for scenarios that require rapid removal of the 
influence of specific class data. 

3 DISCUSSIONS 

This study introduces various Federated Unlearning 
(FU) methods, categorized into exact unlearning and 
approximate unlearning. Exact unlearning methods, 
such as FedCIO and FedRecovery, focus on 
thoroughly removing the influence of specific data 
from the model, which is crucial in scenarios 
requiring strict privacy protection. On the other hand, 
approximate unlearning methods (such as those based 
on differential privacy and model architecture 
adjustments) strike a balance between computational 
efficiency and privacy protection, making them more 
suitable for scenarios with relatively lower privacy 
requirements (Su et al., 2024). 

3.1 Advantages and Disadvantages of 
Existing Methods 

3.1.1 Precision and Privacy Protection 

Exact unlearning methods, such as FedCIO and 
FedRecovery, can completely remove the influence 
of specific data, rendering the resulting model 
statistically indistinguishable from one that has never 

seen the data. This is crucial in complying with 
privacy regulations such as the General Data 
Protection Regulation (GDPR). Additionally, FAST 
enhances system security by quickly removing 
malicious terminals at the server side, making it 
particularly advantageous in privacy-sensitive sectors 
like finance and healthcare (Huynh et al., 2024; Guo 
et al., 2024; Wang et al., 2022). However, the 
downside of exact unlearning methods is their high 
computational and storage costs. Methods like 
FedRecovery require storing and rolling back model 
updates, which significantly limits scalability as the 
model and the number of participants grow. This 
issue becomes even more pronounced in federated 
learning environments that handle non-independent 
and identically distributed (Non-IID) data, where the 
computational burden increases considerably. 
Furthermore, the resource demands make it 
challenging to maintain efficiency in real-time 
applications. 

3.1.2 Computational Efficiency and 
Applicability 

Approximate unlearning methods reduce 
computational complexity by optimizing model 
updates or reducing reliance on the global model (Xu 
et al., 2024). For example, F2UL optimizes feature 
sensitivity combined with differential privacy, 
enabling the unlearning process to respond quickly 
with minimal computational cost (Su et al., 2024). 
Similarly, the Update Selective Parameters method, 
as discussed by Xu et al. (Xu et al., 2024), further 
lowers the cost of retraining by selectively updating 
model parameters based on their contributions to 
model performance, which enhances both 
computational efficiency and real-time 
responsiveness (Xu et al., 2024). However, 
approximate unlearning methods pose certain risks to 
privacy protection. Although these methods are 
computationally efficient, they may not completely 
eliminate data traces, making them vulnerable to 
inference attacks (Nguyen et al., 2024; Liu et al., 
2022). For instance, Momentum Degradation 
performs well in terms of computational efficiency, 
but in some cases, residual data traces may still exist, 
posing privacy risks (Halimi et al., 2023; Dinsdale et 
al., 2022). 

3.1.3 Interpretability and Transparency 

Some methods improve interpretability and 
transparency, which enhances users' trust in the 
system. For example, Backdoor Unlearning can 
clearly identify and remove malicious patterns, 
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ensuring a highly transparent unlearning process, 
which is particularly crucial in security-sensitive 
applications (Dhasade et al., 2023). This 
interpretability is especially important in sectors like 
healthcare and finance, where data sensitivity is high. 
However, despite the higher interpretability of some 
methods, many federated unlearning techniques lack 
standardized evaluation metrics, making it difficult to 
systematically assess the completeness of the 
unlearning process and the residual influence of data 
(Tang et al., 2024; Ding et al., 2024). This lack of 
evaluation standards limits the broader application of 
these methods across different scenarios. 

3.2 Challenges and Limitations 

Federated unlearning faces several challenges in 
practical applications. First, methods like 
FedRecovery exhibit poor scalability due to the need 
to store and manage a large volume of historical 
gradient updates, leading to significant resource 
consumption in large-scale federated networks 
(Huynh et al., 2024; Dinsdale et al., 2022). Second, 
existing methods struggle with handling Non-IID 
data. Most approaches assume independent and 
identically distributed data, but in real-world 
scenarios, client data often vary significantly in both 
quantity and distribution (Guo et al., 2024; Dinsdale 
et al., 2022). For example, Fast-FedUL offers a 
training-free rapid federated unlearning solution 
specifically designed to address challenges associated 
with uneven data distribution. Moreover, there is a 
lack of unified evaluation standards for assessing the 
effectiveness of federated unlearning methods. 
Current evaluation methods often rely on heuristics, 
making it difficult to ensure consistency and fairness 
across different application scenarios (Zuo et al., 
2024). 

3.3 Future Prospects 

Future research should focus on several key areas. 
First, unified evaluation metrics should be developed 
to assess the success and completeness of federated 
unlearning processes (Nguyen et al., 2024). 
Standardized metrics would allow researchers to 
systematically compare the performance of different 
methods and enhance their practical application. 
Second, improving the computational efficiency of 
both exact and approximate unlearning methods 
should be a research priority. By introducing more 
efficient model update strategies and storage 
optimization techniques, resource consumption 
associated with exact unlearning can be significantly 

reduced (Wang et al., 2022). Lastly, enhancing the 
adaptability of federated unlearning techniques to 
handle Non-IID data is critical. By incorporating 
techniques such as transfer learning, domain 
adaptation, and clustering, future federated 
unlearning methods will be better equipped to handle 
the complex data distributions found in real-world 
scenarios (Zuo et al., 2024). 

4 CONCLUSIONS 

This paper has reviewed various federated unlearning 
techniques, analyzing their advantages, limitations, 
and potential applications. Exact unlearning methods, 
such as FedCIO, effectively remove data influence by 
partitioning and clustering data, making them suitable 
for handling complex Non-IID data distributions. 
FedRecovery, by storing and rolling back model 
gradient updates, offers a high-precision data removal 
solution, particularly applicable in privacy-sensitive 
domains. However, the computational complexity 
and scalability of these methods remain significant 
challenges. In contrast, the Update Selective 
Parameters method reduces computational costs by 
selectively updating model parameters, making it 
ideal for resource-constrained environments. 
Additionally, F2UL combines feature sensitivity 
optimization with differential privacy, enhancing 
computational efficiency without compromising 
privacy protection. While these approximate methods 
improve efficiency, they may involve trade-offs in 
terms of privacy protection. 

Future research should focus on the following 
areas: first, developing unified evaluation metrics to 
assess the success and completeness of federated 
unlearning processes. Second, improving the 
computational efficiency of both exact and 
approximate unlearning methods by optimizing 
model update strategies and storage mechanisms. 
Lastly, enhancing federated unlearning techniques to 
better handle Non-IID data by incorporating transfer 
learning and clustering techniques to address uneven 
data distributions in practical scenarios. 
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