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Abstract: In the actual production environment, the forecast of demand or sales volume is extremely important, accurate 
prediction can not only effectively reduce inventory costs, but also greatly reduce production and 
manufacturing costs, reduce unnecessary waste, not only that, in management, people find that the oxtail 
effect will have a great impact on the stability of the supply chain, and the prediction of sales volume can 
effectively reduce the negative impact of the effect, this study will take Wal-Mart's real sales volume dataset 
as an example, Comparing the performance of Polynomial Regression and Random Forest (RF) in the face of 
sales volume datasets, including the accuracy of prediction and generalization ability, and finding the factors 
that have the greatest impact on sales volume from many objective factors affecting sales volume in the 
construction process of the model, these experimental results will have important practical significance for 
inventory management and resource allocation.

1 INTRODUCTION 

In the retail industry, sales volume forecasting has a 
very important impact on the decision-making of 
retail enterprises, especially in the current 
environment of lean management in the retail 
industry and other manufacturing enterprises, 
enterprises need to meet customer needs while 
minimizing costs or maximizing benefits, and in retail 
and manufacturing, inventory costs and other costs in 
the supply chain account for a large part of the total 
cost (Koumanakos, 2008), and sales volume 
forecasting can effectively control the production 
plan of enterprises in a certain sense(Carbonneau et 
al., 2008). Controlling inventory costs also plays a 
crucial role in communicating with suppliers, 
manufacturers, distributors, and other elements of the 
supply chain (Ramos & Oliveira, 2023), so it is 
necessary for the retail industry to find ways to 
accurately predict sales volumes (Aburto, 2007). This 
experiment will use Walmart as an example to 
explore which prediction method is more effective. In 
this paper, Wal-Mart is selected as a case for 
prediction, and there are some profound 
considerations. First of all, as one of the world's 
largest retailers, Walmart has rich experience in 
inventory management and also has rich experience 
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in upstream and downstream management of the 
supply chain, and as one of the world's largest retail 
enterprises, Wal-Mart can results to the fluctuation of 
objective factors, so as to better evaluate the impact 
of changes in objective factors on sales volume. 

When discussing the impact of sales forecasts on 
the supply chain of enterprises, people have to think 
about the impact of the bullwhip effect on the supply 
chain. The term bullwhip effect is used to describe the 
slow change in consumer demand that has a greater 
impact on suppliers at the other end of the supply 
chain, and this impact will gradually amplify as the 
supply chain deepens, and this effect is mainly 
manifested in the fluctuation of production plans and 
orders, which leads to unknown fluctuations leading 
to higher production costs and inventory costs (Wang 
& Disney, 2016). With the progress of management, 
people have also found a lot of ways to solve the 
bullwhip effect, sales forecasting is also one of them, 
if the enterprise can predict the trend of customer 
demand based on historical sales data, then the 
enterprise can greatly reduce the impact of inventory 
accumulation or insufficient inventory on the 
enterprise (Boone et al., 2019). 

The primary objective of this research is to 
explore and compare the effectiveness of Polynomial 
Regression and Random Forest (RF) models in the 
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context of Walmart's supply chain, with a particular 
focus on mitigating the bullwhip effect. Specifically, 
this study will analyze the performance of these 
models in predicting sales and their potential impact 
on supply chain efficiency. 

By evaluating the accuracy and robustness of 
these models, the research aims to provide insights 
into which methods are best suited for handling the 
complexities of sales forecasting in a large-scale retail 
environment. The findings from this study will 
contribute to the ongoing efforts to optimize supply 
chain operations and reduce the inefficiencies caused 
by inaccurate demand predictions. 

The remainder of this paper is organized as 
follows. Section 2 presents the data collection 
process, including data description and preprocessing 
steps, as well as an overview of the models used for 
sales forecasting. Section 3 details the results and 
discussion, where the performance of each model is 
evaluated, and the implications for supply chain 
management are explored. Section 4 discusses the 
limitations of the study and offers suggestions for 
future research. Finally, Section 5 concludes the 
paper by summarizing the key findings and their 
relevance to improving supply chain efficiency in the 
retail industry. 

2 DATASETS 

The data utilized in this study comes from Kaggle, 
which includes weekly sales figures across various 
stores in different regions. The data in this article 
describes the sales data of 45 Walmart stores from 
May 2, 2010, to October 19, 2012. Table 1 shows the 

description of the dataset. Table 2 shows the 
descriptive statistics of the dataset. 

In terms of data integrity, there are a total of 6435 
entries in this dataset, and there is no missing data or 
feature, when processing the data, this experiment 
conducts a detailed check on the data integrity 
through the code, and no data is missing, and at the 
same time, there is no duplication of the checked data. 

In this experiment, a simple descriptive statistic 
was performed on the data to better observe the data. 

Before making data predictions, the data is pre-
processed to allow the experiment to be better 
modeled. Data preprocessing is mainly divided into 
the following four parts: data processing, feature 
engineering, feature encoding, and data 
standardization processing. Here's a closer look at the 
data preprocessing part: 

Firstly, the date data is processed by converting 
the Date part into a format that can be used for 
analysis. During this process, year, month, day, and 
other relevant characteristics are extracted to 
facilitate a better understanding of which factors have 
the most significant impact on sales volume in 
subsequent analyses. Next, feature engineering is 
carried out by determining the season based on the 
date of sale. The season is then used as an important 
feature to analyze sales volume, alongside other 
characteristics such as holidays, to study whether 
these factors have a significant impact on sales. To 
further improve the analysis, feature coding is 
applied. This involves binary encoding of the store 
identifiers and seasons, converting these features into 
data types that are more suitable for analytical  

Table 1: Data description. 

Variable Description 
store Refers to the name of the sales store, identified by numbers from 1 to 45. 

Holiday Indicates whether the date falls within a holiday period, as holidays can promote consumer spending and 
are an important factor that may affect sales. 

Temperature Records the average temperature of the week in the area where the store is located. 
Fuel_Price Specifically, it refers to the average price of oil in the area where the store is located during the week. 

CPI 

The relative number reflects the trend and degree of price changes of consumer goods and services 
purchased by urban and rural residents during a period. It is the result of a comprehensive calculation of 

the urban consumer price index and the rural consumer price index. This dataset refers to the average 
CPI index in the United States during the week. 

Unemployment The unemployment rate in the area where the store is located during the time period. 

Table 2: Descriptive statistics. 

Feature Mean Standard Deviation Minimum Maximum 
Weekly_Sales 1,046,965.00 564,366.60 209,986.20 3,818,686.00 
Temperature 60.66 18.44 -2.06 100.14 
Fuel_Price 3.36 0.46 2.47 4.47 

CPI 171.58 39.36 126.06 227.23 
Unemployment 7.99 1.88 3.88 14.31 
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processing. Finally, data standardization is 
performed, normalizing the individual data features 
so that they all share the same dimensions, which is 
crucial for the effectiveness of the subsequent training 
and analysis phases. 

3 MODEL  

3.1 Model Selection 

In this experiment, two models were selected, 
Polynomial Regression (Heiberger et al., 2009) and 
RF (Biau & Scornet, 2016), which have their own 
advantages and disadvantages in processing data and 
both models can build point prediction models at the 
time of prediction (Hastie et al., 2009). Therefore, the 
experiment will input different feature vectors at a 
certain point in time to predict the sales volume. 
Finally, the experiment will use the results of the two 
models to compare the results of the two models in 
predicting sales volume and observe which model can 
better predict sales volume. 

3.2 Polynomial Regression 

This experimental model is affected by many factors, 
as shown in the previous part of the data 
characteristics, there are many other objective factors 
that affect the sales volume, which may lead to the 
model is not linear, so from a certain point of view, 
the introduction of higher terms can better predict the 
model, at the beginning of the experiment, the linear 
model was used to predict, but the results are not ideal 
as mentioned above, so the introduction of 
polynomials is of great necessary. At the same time, 
the model structure of Polynomial Regression is 
relatively simple and easy to explain (Darlington & 
Hayes, 2016). 

In the process of Polynomial Regression model 
construction, the experiment is not only a simple 
construction of the model but also uses the network 
search to optimize the hyperparameters of the 
Polynomial Regression model to adjust the order of 
the polynomial to find the optimal model. 

3.3 Random Forest  

Random Forests (RF) can also have a better 
prediction effect for sales with multiple 
characteristics, and they can capture these complex 
relationships by randomly sampling features (Rigatti, 
2017). The strong nonlinear modeling ability and 
strong adaptability are also the reasons for choosing 

this model in this experiment. Therefore, in this 
experiment, RF is used to construct multiple decision 
trees, and their prediction results are combined to deal 
with high-level data and complex linear relationships. 

4 EXPERIMENTAL PROCESS 

4.1 Experimental Evaluation 
Indicators 

To compare the results of the two experimental 
models and determine which model performs better, 
research evaluated the experimental results using two 
indicators: Root Mean Square Error (RMSE) and R-
squared ( Rଶ ). The specific formulas for these 
indicators are provided in Equation (1) and Equation 
(2). 
 

RMSE = ඩ1𝑛෍ሺ𝑦௜ − 𝑦ො௜ሻଶ௡
௜ୀଵ ሺ1ሻ 

 Rଶ = 1 −∑ ሺ𝑦௜ − 𝑦ො௜ሻଶ௡௜ୀଵ∑ ሺ𝑦௜ − 𝑦ሻଶ௡௜ୀଵ ሺ2ሻ 
 

The 𝑦௜  means the actual value (true value), 𝑦ො௜ 
means the predicted value. 𝑦 means the mean of all 
actual values,.In the formula, the actual sales are the 
predicted sales, and n is the number of observations. 
When the RMSE value is smaller, the better the 
experimental results, the worse the performance of 
the opposite model. These metrics were calculated for 
both the training and testing datasets to evaluate the 
models' performance and their ability to generalize to 
unseen data. 

When the value is closer to 1, the better the model 
result, and the better the experimental result. 

In addition, this paper uses cross-validation to 
evaluate model performance. Cross-validation scores 
are an important metric for evaluating the 
generalization ability of machine learning models. 
This indicator divides the dataset into k subsets, the 
model is trained on a subset, and verified on the 
remaining subset, repeated k times, so as to obtain k 
performance indicators, the performance indicators 
used in this paper are indicators, and after k indicators 
are obtained, the overall performance of the model 
and the stability of data division through the mean and 
standard deviation of these k  indicators, so as to 
evaluate the generalization ability of the model in 
predicting values. 
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Table 3: Experiment results of polynomial regression and random forest.  

Metrics Polynomial Regression  Random Forest  
Training RMSE 75,434.78 52,066.51 

Training RMSE Error Scale 2.12% 1.65% 
Training R-squared 98.27% 99.15% 

Testing RMSE 106,048.59 145,701.86 
Testing RMSE Error Scale 3.21% 5.74% 

Testing R-squared 96.47% 93.41% 

Cross-Validation Scores [0.9567, 0.9585, 0.9623, 0.9634, 
0.9581]  

[0.9277, 0.9408, 0.9328, 0.9201, 
0.9432]  

Mean of Cross-Validation Scores 95.98% 93.29% 
Standard Deviation of Cross-Validation 

Scores 0.0026 0.0085 

 
Figure 1: The models' prediction curves (Photo/Picture credit: Original). 

4.2 Experimental Results 

In the experiment, researchers used different degrees 
of polynomials to fit the model to find a model that 
took into account both accuracy and simplicity, in 
order to find a better model, the experiment used the 
hyperparameter tuning method to better fit the model, 
The experimental results are shown in Table 3 and 
Figure 1. 

The X-axis represents the weekly sales values 
(both actual and predicted). The Y-axis represents the 
density or frequency of these sales values, indicating 
how often different sales values occur within the 
dataset. 

For the training set, the RF model performed 
better, with a smaller RMSE value and a value of Rଶ 
closer to 1, while for the test set, the Polynomial 
Regression model performed better, and in the cross-
validation score, the value of Polynomial Regression 
is also significantly closer to 1 than that of the RF. In 
some respects, the RF model is slightly overfitting 

compared with the polynomial model, and the 
generalization ability is poor in the face of more 
complex and unknown sales models. 

4.3 Feature Importance Analysis 

Before using RF to predict sales, this paper used an 
RF model to calculate feature importance. When 
calculating importance, this paper arrives at an 
importance score by evaluating the contribution of 
each feature to the model's accuracy in the splitting of 
the tree. The results of the feature importance analysis 
are shown in Figure 2. In this analysis, this paper has 
removed the influence of stores in the analysis of the 
importance of characteristics because the difference 
in stores due to regional and demographic factors can 
greatly affect sales. In addition to the difference in 
shops, CPI is the biggest factor affecting sales, the 
unemployment rate is also an important factor 
affecting sales, temperature, fuel prices and holidays 
have a certain impact on sales, but compared to CPI 
the unemployment rate has a small impact. 
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Figure 2: Feature Importance Scores (Photo/Picture credit: Original).  

5 CONCLUSIONS 

This study aimed to predict Walmart's sales volume 
and assess which model better supports inventory 
control, supply chain management, and mitigating the 
bullwhip effect. Polynomial Regression and RF 
regression were evaluated for prediction accuracy and 
generalization ability. The results indicate that while 
both models perform well, there are notable 
differences. RF demonstrated superior performance 
on the training set with lower RMSE and values 
closer to 1. However, on the test set, Polynomial 
Regression outperformed RF, with smaller RMSE 
values and values nearer to 1. This suggests that 
Polynomial Regression offers stronger generalization 
capabilities. Cross-validation further confirmed that 
Polynomial Regression maintains a higher average 
value, indicating better prediction performance across 
various scenarios. For retail supply chain 
management, selecting a model with strong 
generalization is crucial. Although RF shows better 
fitting on training data, Polynomial Regression's 
superior generalization makes it more suitable for 
predicting sales in dynamic environments. 
Nonetheless, this does not discount the potential of 
RF or other models. Exploring additional data science 
methods can address overfitting and enhance 
generalization. Future research should integrate 
supply chain management tools and strategies, and 
evaluate a broader range of models - including LSTM 
and other machine learning and deep learning 
techniques - to improve prediction accuracy and 
supply chain effectiveness. 
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