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Abstract: The use of drones in SAR operations has become essential to assist in the search and rescue of a missing or 
injured person, as it reduces search time and costs, and increases the surveillance area and safety of the rescue 
team. Detecting people in aerial images is a demanding and tedious task for trained humans as well as for 
detection algorithms due to variations in pose, occlusion, scale, size, and location where a person may be in 
the image, as well as poor shooting conditions, poor visibility, blur due to movement and the like. In this 
paper, the YOLOv8 generic object detection model pre-trained on the COCO dataset is fine-tuned on the 
customized SARD dataset used to optimize the model for person detection on aerial images of mountainous 
landscapes, which are captured by drone. Different models of the YOLOv8 family algorithms fine-tuned on 
the SARD set were experimentally tested and it was shown that the YOLOv8x model achieves the highest 
mean average precision (mAP@0.5:0.95) of 63.8%, with an inference time of 4.6 ms which shows potential 
for real-time use in SARD operations. We have tested three geolocation algorithms in real conditions and 
proposed modification and recommendations for using in SAR missions for determining the geolocation of a 
person recorded by drone after automatic detection with the YOLOv8x model.

1 INTRODUCTION 

Object detection is a key research area within 
computer vision, focusing on the precise positioning 
and recognition of various objects in the image (Zou 
et al., 2023). Despite achieving promising results in 
ground-level object detection, the task of object 
detection in aerial images is still a challenge, 
especially in its application in search and rescue 
(SAR) operations (Sambolek & Ivasic-Kos, 2021) 
whose primary objective is to assist as soon as 
possible to the casualty and save human lives. 

SAR is carried out on different terrains such as 
mountains, rivers, lakes, canyons. The speed of 
finding a missing person directly affects their chances 
of survival, so unmanned aerial vehicles (drones) 
equipped with RGB cameras and sensors are 
nowadays commonly included in the search missions. 
The search area is inspected during the flight and 
offline with the subsequent analysis of the recorded 
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material if the missing person is not found during the 
online search. In both cases, artificial intelligence can 
help track down the missing person, however, the 
automatic detection of victims is still a challenge 
(Andriluka et al., 2010; Bejiga et al., 2017; Doherty 
& Rudol, 2007; Geraldes et al., 2019; Shakhatreh et 
al., 2019; Sun et al., 2016). When analyzing the 
recorded material, it is crucial not only to detect the 
person in the images, but also to estimate the distance 
of the person from the drone and to geolocate it so 
that a SAR mission can be organized accordingly. 

The primary goal of this paper is to evaluate the 
effectiveness of the latest version of the widely used 
YOLO object detector, YOLOv8 (Ultralytics, n.d.-c), 
in detecting people in drone images. Using the 
publicly available SARD dataset (Sambolek & 
Ivasic-Kos, 2021) adapted for object detection in 
SAR, we fine-tuned different models of the Yolov8 
family and conducted an in-depth analysis and 
comparison of drone-captured person detection 
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performance. In addition, we have built custom SAR-
DAG_overflight dataset for developing and testing 
the algorithm for determining the geolocation of a 
detected person. 

The structure of this paper is as follows: Section 2 
provides an overview of previous research related to 
YOLO object detectors and person geolocation 
algorithms. The YOLOv8 family of models and the 
performance achieved after fine-tuning on the 
customized SARD dataset are described in Section 3, 
followed by a description of the geolocation 
algorithms proposed for use in SAR missions. The 
experimental part of the work and the metrics used 
are presented in Section 4 along with the results and 
explanation. The concluding section highlights the 
main contributions of this paper. 

2 RELATED WORKS 

For our proposed method of detection and 
geolocation of persons in SAR missions, the object 
detector and the geolocation algorithm are key. In the 
following, we will focus on the review of the state-of-
the-art CNN detectors from the YOLO family  
(Redmon et al., 2016), which are an example of 
single-stage detectors that constantly achieve top 
performance in real time, and algorithms for 
deterministic geolocation. 

2.1 YOLO Object Detectors 

The most popular and stable version of YOLO, 
showcasing improved performance with multi-scale 
prediction frameworks and a deep backbone network, 
was introduced by Redmon and Farhadi (Redmon & 
Farhadi, 2018). Bochkovskiy et al. (Bochkovskiy et 
al., 2020) developed YOLOv4, which featured 
significant new features, outperforming YOLOv3 in 
terms of accuracy and speed. (Ultralytics, n.d.-a) 
introduced YOLOv5, along with a PyTorch-based 
variant, bringing remarkable improvements. In 2022, 
the Meituan Vision AI Department unveiled 
YOLOv6 (Li Chuyi et al., 2022). YOLOv6 features 
an efficient backbone, RepVGG or CSPStackRep 
blocks, PAN topology gates, and efficient separate 
heads with a hybrid channel strategy. The model also 
employs advanced quantization techniques, including 
post-training quantization and channel distillation, 
resulting in faster and more accurate detectors. In July 
of the same year, YOLOv7 (Chien-Yao Wang, 
Alexey Bochkovskiy, 2023) outperformed all 
existing object detectors in terms of speed and 
accuracy. It follows the same COCO dataset training 

approach as YOLOv4 but introduces architectural 
changes and improvements that enhance accuracy 
without compromising inference speed. The most 
recent version of the YOLO family released in 
January 2023 is YOLOv8 (Ultralytics, n.d.-c) 
designed for speed and precision for various 
computer vision applications (Ultralytics, n.d.-c). The 
architecture of YOLOv8 can be divided into two main 
components: the backbone and the head. The 
backbone is like the YOLOv5 model and contains the 
CSPDarknet53 architecture with 53 convolutional 
layers, but with the change in the building blocks of 
the C3 module. The module is now called C2f and all 
outputs from the gate (bottleneck – 3x3 convolutions 
with residual connections) were chained, while in C3 
only the output from the last gate was used. In the 
neck, the features are connected directly without 
forcing the same channel dimensions, which reduces 
the number of parameters and the total size of the 
tensor. The head of YOLOv8 consists of several 
convolutional layers, followed by fully connected 
layers responsible for predicting bounding boxes, 
objectivity (probability that the bounding box 
contains an object), and class probabilities for 
recognized objects. For class probabilities, the 
softmax function is used, while the output layer uses 
the sigmoid function as the activation function.  

The loss functions used by YOLOv8 for 
improving detection, especially when working with 
smaller objects are: CIoU (Complete Intersection 
over Union) and DFL (Distribution Focal Loss) for 
bbox-related losses, and binary cross-entropy for 
classification loss. 

YOLOv8 uses an anchor-free model with a 
decoupled head for independent object detection, 
classification, and regression processing. This design 
allows each branch to focus on its task and contributes 
to improving the overall accuracy of the model. 

2.2 Target Geolocation Algorithms 

To calculate the geolocation of objects in the image, 
an algorithm based on the Earth ellipsoid model is 
usually used, (Leira et al., 2015; Sun et al., 2016; 
Wang et al., 2017; Zhao et al., 2019) which uses 
information about the average height, the field of 
view of the camera, the width and height of the image, 
the tilt of the camera and the position of the detected 
point within the image. This algorithm is easy to 
calculate, but it is not precise because it considers the 
average elevation information as the reference height 
for the target, which leads to significant positional 
inaccuracies, especially in regions with significant 
topographic relief. Figure 1 shows the positioning of 
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the target on the Earth's surface according to the 
model of the Earth's ellipsoid and the errors that arise 
due to the difference in the geodetic heights of the 
point from which the drone took off and the point 
where the detected person is located. In the given 
scenario, the SAR operation would be carried out at 
position P' instead of at position P where the person 
is actually located. 

 
Figure 1: Schematic diagram of target geolocating error 
using the Earth ellipsoid model in areas with uneven terrain. 

In the case of geographically complex terrains, 
data that rely on the Digital Elevation Model (DEM) 
(El Habchi et al., 2020), (Huang et al., 2020) can be 
used. DEM includes a database of the height of any 
location on Earth, expressed in relation to sea level. 
In (Paulin et al., 2024) a methodology for precise 
geolocation using DEM and the RayCast method was 
introduced and it was shown that the use of DEM 
significantly increases the accuracy of person 
positioning on complex terrain. 

 
Figure 2: Two-point intersection positioning model. 

Another approach focused in reducing the 
elevation error includes two-point shooting on known 
GPS positions (I1 and I2 on Fig. 2) at a single target 
and a direction vector that usually depends on angle 
sensor of drone camera (Qu et al., 2013), (Xu et al., 
2020). This algorithm can only be used for 
geolocation of stationary targets because its accuracy 
is significantly degraded when the target moves. The 

solution is the approach in (Bai et al., 2017), which 
uses two drones at positions I1 and I2, for 
simultaneous recording of the same target and 
determination of the cross-section and the position of 
the target. However, this algorithm is not applicable 
for the case of SAR due to the additional cost of the 
drone that should record the same search area and due 
to the safety issue where the simultaneous use of the 
same airspace by multiple drones is avoided to reduce 
the risk of collision. 

3 PERSON DETECTION AND 
GEOLOCATION IN SAR 
MISSION 

3.1 YOLOv8 for Person Detection 

The YOLOv8 is engineered with a focus on 
improving performance of real-time detection of 
objects of various sizes while reducing inference time 
and computing requirements (Ultralytics, n.d.-c) 
which makes it potentially interesting for use in SAR 
missions that generally have small objects of interest 
and limited resources. 

The YOLOv8 is presented in five distinct scaled 
versions with different number of free parameters: 
YOLOv8n, YOLOv8s, YOLOv8m, YOLOv8l, and 
YOLOv8x. The YOLOv8n has the simplest 
architecture with 3 million parameters, while 
YOLOv8x, has 68 million parameters and shows the 
best performance within the shortest time (Table 1.).  

Table 1: Comparison of five YOLOv8 models, trained and 
evaluated on the COCO test-dev 2017 dataset with 640 px 
input, according to the report from (Ultralytics, n.d.-b). 

Version of 
YOLO 

mAP 
50-
95 

Speed 
CPU 

ONNIX  
(ms) 

Speed 
A100 

Tensor
RT (ms) 

params 
(M) 

YOLOv8n 37.3 80.4 0.99 3.2 
YOLOv8s 44.9 128.4 1.20 11.2 
YOLOv8m 50.2 234.7 1.83 25.9 
YOLOv8l 52.9 375.2 2.39 43.7 
YOLOv8x 53.9 479.1 3.53 68.2 

 

We have fine-tuned all five versions of the 
YOLOv8 model on the SARD dataset adapted for 
object detection in SAR with two changes to the 
original architecture: the input to the network was 
changed to dimensions of 640 for images of 640x360 
pixels, and the output, to one class (a person). 
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3.2 Geolocation Estimation 

In SAR missions, it is very often the case that missing 
persons are motionless because they are injured 
and/or exhausted. Therefore, we propose a 
geolocation intersection measurement algorithm for 
locating missing person, that relies on the analysis of 
multiple shots taken by a single drone and uses terrain 
configuration data to reduce geolocation error. The 
algorithm starts to be used after a person is detected 
in an image, and then an intersection is determined 
with each subsequent image in which there is also a 
detected person. In Figure 2, label d is the distance 
between two drone positions from which the images 
were captured. Angles α1 and α2 are determined in 
the same manner as in (Sambolek & Ivašić-Kos, n.d.). 
By applying the same rule, we calculate the length of 
side I1P, which is the distance from the drone to the 
person (point P) when the first image was taken, and 
the length of side I2P (length a in Figure 2, equation 
1), represents the distance from the location where the 
second image was taken. Then, from the triangle 
I2PP', we determine the length of side I2P' (Eq. 2), 
based on which we calculate the GPS coordinates of 
point P, considering known GPS coordinates of the 
drone's position and the azimuth toward point P. 𝑎sin 𝛼1 =   𝑑sin 𝛽1 (1)
 𝑎sin 𝛼1 =   𝑑sin 𝛽1 (2)

Geolocation results is the distance in meters 
between two points at Earth according to the current 
standard WGS 84 that is reference system used by the 
GPS and identifies an Earth-centered, Earth-fixed 
coordinate system with absolute accuracy of 1-2 
meters. The mean error (Eq. 4) indicates the average 
value of all distances ΔPi (Eq. 3) calculated between 
predicted geolocation of detected points and the GT 
point, 𝑃 ் for each image in the dataset. 

 Δ𝑃 =   𝐺𝑒𝑜𝑑𝑒𝑠𝑖𝑐. 𝑊𝐺𝑆84. 𝐼𝑛𝑣𝑒𝑟𝑠𝑒(𝑃, 𝑃 ்) (3)𝑀𝑒𝑎𝑛 𝐸𝑟𝑟𝑜𝑟 =  ∑ Δ𝑃ୀଵ𝑛  (4)

4 EXPERIMENTS 

4.1 Datasets 

In our study, we used two datasets, SARD and SAR-
DAG_overflight. The SARD dataset was used for 
training the YOLOv8 model for person detection, 

while the SAR-DAG_overflight dataset was prepared 
for the validation of the geolocation algorithm of 
detected persons. 

4.1.1 SARD - Dataset for Training Detector 

The SARD dataset was designed with a particular 
focus on detecting missing or injured persons 
captured by drones in non-urban terrains. The data 
was recorded by a DJI Phantom 4 Advanced drone in 
continental Croatia and includes 1,981 images with a 
total of 6,532 people. Examples of images from the 
SARD set are shown in Figure 3. 
 

 
Figure 3: Examples of detections on images from the SARD 
dataset with an enlarged image to better emphasize the 
person in the image that needs to be detected. 

The images from the SARD set are of 640 x 360 
resolution and are evenly distributed in a ratio of 
60:40 into a training set and a validation set based on 
various factors such as background, lighting, person 
pose, and camera angle. The training set contains 
1,189 images with 3,921 tagged persons, while the 
validation set contains 792 images with 2,611 tagged 
persons (Sambolek & Ivasic-Kos, 2021).  

In this experiment, we removed from the training 
set all images that contained a frame with a person 
with an area of less than 102 pixels, which 
significantly saved the amount of computer time 
during training without negatively affecting the 
performance of the model. After this intervention, the 
training set contains 817 images with 2017 people, of 
which 1779 are small objects (area < 322 pixels) and 
238 medium objects (area between 322 and 962 
pixels), while there are no large objects (area > 962 
pixels). 

4.1.2 SAR-DAG_Overflight - Datasets for 
Evaluating Geolocation Method 

To test the geolocation algorithm, we created a set of 
images taken at two locations, a meadow, and a 
vineyard. The images were captured by a Phantom 4 
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Advance drone, equipped with a camera with a field 
of view of 84° that flew at a height of 30 meters and 
captured images at regular time intervals as is usual 
in SAR missions. The images have a resolution of 
5472 x 3648 pixels, and an example is given in Figure 
4. The set contains 40 marked persons. From the 
metadata of the images taken at the position where the 
drone took off and at the position when the drone is 
vertically above the person, GPS position data is 
taken to obtain the starting point and the actual 
position of the person on the ground. 

 
Figure 4: Examples of SAR-DAG_overflight images with 
zooming in on a part of the image where the person is. 

4.2 Evaluation Metric 

In the experiment, we use several standard metrics to 
evaluate detector performance and metrics that we 
have purpose-developed for detection and 
geolocation in SAR missions as explained below. 

Intersection over Union (IoU) is a traditional 
metric for evaluating the performance of an object 
detector calculated as the ratio of the intersection and 
union of the detected bounding box and the ground 
true bounding box. The equation is as follows:  𝐼𝑜𝑈 =  𝐴𝑟𝑒𝑎 𝑜𝑓 𝑂𝑣𝑒𝑟𝑙𝑎𝑝𝐴𝑟𝑒𝑎 𝑜𝑓 𝑈𝑛𝑖𝑜𝑛  (5)

Higher IoU values indicate better overlap between 
detection and the real data.  

Recall (R) and Precision (P) are calculated as: 𝑃 =  𝑇𝑃𝑇𝑃 + 𝐹𝑃 , 𝑅 =  𝑇𝑃𝑇𝑃 + 𝐹𝑁 (6)

where TP is positive detection that are true, FP is false 
positives, and FN is false negative detection. 

Mean average precision (mAP) is a common 
evaluation metric in object detection. In the 
experiment, we use mAP 50, the average precision at 
IoU greater than or equal to 0.5 and mAP 50-95 the 
average precision in the range of IoU from 0.5 to 0.95, 
with intervals of 0.05. 

For SAR operations, it is important that the 
detector is optimized to have as few false positive 
(FP) detections as possible, because they consume 
human resources and time. Therefore, the 
performance of the detector is also evaluated using 
the ROpti (Recall Optimal) metric, which penalizes 
false positive detections (Sambolek & Ivasic-Kos, 
2021). ROpti is calculated as the ratio of the 
difference between true positive (TP) and false 
positive (FP) detections and the total number of 
detections (TP+FN): 𝑅𝑂𝑝𝑡𝑖 = 𝑇𝑃 − 𝐹𝑃𝑇𝑃 + 𝐹𝑁 (7)

The experiments also evaluate the accuracy of 
geolocating a person using the proposed algorithm 
(Section 3.2). 

4.3 Experimental Results 

4.3.1 YOLOv8 Person Detection 

We conducted the experiments using all five versions 
of the YOLOv8 models modified to detect a person 
class and implemented in PyTorch using Python 
version 3.9.16. 

First, on the SARD validation set we tested 
original YOLOv8 models trained on the COCO 
dataset, and the obtained results are shown in Table 
2. The confidence threshold was set to 0.25 and the 
IoU threshold to 0.5. 

The YOLOv8x model achieved the best result of 
all YOLOv8 versions on the SARD validation set, 
namely mAP@0,5 of 74.6%, recall of 49.2%, and 
mAP@ 0.5:0.95 of 35%, which is significantly worse 
than when tested on the COCO set. Although it is a 
simplified detection task with only one class (person), 
all YOLOv8 models show the same performance 
degradation with many false detections (low ROpti). 
Considering that the SARD set was recorded from a 
completely different perspective (bird's eye view) and 
with many small objects for which the models were 
not trained, it was necessary to fine-tune them to 
SARD datasets so that they can be used in SAR 
missions. 

We trained all version of YOLOv8 models for 500 
epochs using Tesla T4 GPUs on the Google 
Collaboratory platform while the hyperparameters 
remained unchanged. We used SGD optimizer, and 
the weight decay set to 5 x 10-4, while the initial 
learning rate was set to 10-3. Input image size was 640 
and batch size set to 16.  

Detection performances on SARD validation 
dataset were evaluated using standard metrics of 
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Precision, Recall, mAP@0.5, and mAP@0.5:0.95, 
and customized ROpti measure (Sambolek & Ivasic-
Kos, 2021). After fine-tuning on the SARD data set 
all models show a significant improvement in 
detection (Table 2.). The best results were achieved 
by YOLOv8x with mAP@0.5 91.3% and 
mAP@0.5:0.95 68.8%, which makes it the most 
suitable for offline analysis of materials recorded 
during drone flight because the accuracy is in that 
case the most important. 

The YOLOv8n model has the significantly fastest 
detection of only 4.6 ms per image and achieves 
mAP@0.5 only 4.5% lower than the best results. The 
same is true for the YOLOv8s model, which achieves 
the second-best inference time with almost the same 
mAP@0.5 performance as YOLOv8x. This makes it 
most suitable for use during a SAR operation when, 
in addition to detection accuracy, it is important for 
the model to inference quickly, in real time, and to be 
used on a drone without the need for large computing 
resources. 

4.3.2 Person Geolocation 

We have conducted a comparison of existing 
geolocation methods using a simplified ellipsoidal 
model of the Earth, an algorithm using DEM (Digital 
Elevation Model) and an intersection measurement 
algorithm. The results of the first two measurements 
were taken from the paper (Sambolek & Ivašić-Kos, 
n.d.). Table 3 shows the results of the distance 
estimation between the calculated GPS location of a 
person using the mentioned three algorithms and the 
exact GPS location where the person was located. The 
algorithms were tested on five different data sets, two 
of which were recorded in a meadow (flat terrain), 
while three were recorded in a vineyard (sloping 
terrain). In data sets recorded in the meadow, no 
major deviation was observed for intersection 
algorithms that consider changes in the terrain 
configuration (e.g., a mean error of 4.5 m for 
PhantomLP1), however, on terrains with different 
slopes, the intersection measurement algorithm 

shows significantly better results than other 
algorithms.  

The best result was achieved in the first set 
recorded in the vineyard (PhantomVP1), with an 
average error of 4.8 meters. In the case of the Earth 
ellipsoid model and the DEM model, accuracy was 
checked for each image in the dataset. 

If a person is detected in one image or is in motion 
during the search, it is recommended to use the DEM 
model to determine the geolocation. When detecting 
a stationary person in multiple images, it is suggested 
to use the intersection measurement algorithm, which 
achieves the best results. 

Table 2: Performance of five versions of the YOLOv8 
model on the SARD test dataset. The first five rows 
correspond to models trained on the COCO dataset and the 
last five to models that are fine-tuned on the SARD dataset, 
with the best results highlighted in bold. 

Version of 
YOLO and 
training 
dataset 

Preci
sion 
(%) 

Recal
l (%)

mAP 
@0,5 
(%) 

mAP 
@ 

0.5:0.9
5 (%) 

ROpti Speed 
per 

image 
[ms] 

YOLOv8n 
@COCO 

61 26 35.9 16.5 0.09 4,8 

YOLOv8s
@COCO 

66 37 47.5 23.8 0.18 8,5 

YOLOv8m
@COCO 

74 46 59.6 32 0.29 17.5 

YOLOv8l@
COCO 

75 47 60.7 34.5 0.31 34.5 

YOLOv8x
@COCO 

75 49 62.0 35.3 0.32 46.6 

YOLOv8n
@SARD 

93 78 86.8 54.9 0.71 4.6 

YOLOv8s 
@SARD 

94 81 90.3 60.6 0.76 8.0 

YOLOv8m
@SARD 

93 83 90.6 62.1 0.77 17.3 

YOLOv8l@
SARD 

94 83 90.8 60.8 0.78 34.4 

YOLOv8x
@SARD 

95 83 91.3 63.8 0.79 46.5 

Table 3: Coordinates calculation of person standing on a known location. 

Dataset No. of 
Images 

Earth ellipsoid model 
(Sambolek & Ivašić-Kos, n.d.)

DEM (Sambolek & Ivašić-
Kos, n.d.) 

Intersection measurement 
algorithm 

MeanError MaxError MinError MeanError MaxError MinError MeanError MaxError MinError
PhantomLP1 10 8.963 10.539 7.87    13.446 14.377 12.713 
PhantomLP2 10 8.704 11.595 6.212    8.439 8.832 7.592 
PhantomVP1 4 18.374 29.262 8.412 10.935 15.833 5.630 4.794 5.451 4.004 
PhantomVP2 7 50.488 73.028 14.427 23.604 34.681 7.327 10.534 11.139 10.351 
PhantomVP3 9 51.312 98.203 22.815 29.911 66.887 14.762 12.388 14.465 9.725 
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5 CONCLUSIONS 

In this paper, we have demonstrated that the YOLOv8 
models can be successfully fine-tuned on UAV 
images for person detection in real-world 
environments. Our experiment was conducted on the 
publicly available SARD dataset.  

Furthermore, we built a set of SAR-
DAG_overflight for testing the geolocation of a 
person and tested three geolocation algorithms on it: 
the Earth's ellipsoid model, the DEM model, and the 
modified cross-section measurement algorithm that 
we proposed in the paper. 
We believe that the fine-tuned YOLOv8@SARD 
models that we fine-tuned at the SARD dataset and 
the proposed person geolocation algorithms along 
with the given recommendations can be greatly 
utilized in SAR operations as they can help in the 
detection of persons in drone images, and thus 
contribute to providing more precise information for 
coordinating the operation and reducing search time. 

In future work, we plan to further investigate the 
model's robustness to weather conditions, night 
shooting, and camera motion blur, as well as conduct 
experiments with multiple datasets to increase the 
robustness and generalizability of our model. 
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