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Abstract: Realizing the purpose of identifying and classifying the images relies on machine learning and deep learning 
methods. It is about building the model and training and testing it. The model calculates the data in the layers 
and nerve cells inside and creates the most suitable links and relationships between the images and labels. 
According to the results summary and evaluation indicators, the parameters are adjusted to get the most ideal 
optimization algorithm, with the highest accuracy and efficiency and least loss. In this paper, a Convolutional 
Neural Network (CNN) model is built and used to work on the Cifar10 dataset. Its mission is to successfully 
divide the pictures in the testing set into 10 classes, after being trained by the pictures in the training set and 
find the most workable algorithm after adjusting to see how well CNNs indeed do while operating the 
visualizing materials. About the results, it is easy to tell that this method is of great success. The accuracy of 
it reaches as high as 87.29% while testing, with only the loss of 0.39. Additionally, the efficiency of it is also 
high enough. To make the conclusion more scientific, this model is compared by the Naïve Bayes model, and 
the CNN performs apparently rather better than the traditional ones when facing such complex data. Thus, 
there is the conclusion that the CNN methods are quite capable of work of identifying and classifying the 
images. 

1 INTRODUCTION 

The idea of the whole program and this paper 
undoubtedly comes from today’s everyday life. As the 
science and technology developing, it is obvious that 
an increasing number of people become really into the 
internet. Paying more attention to the websites and 
software, it will be noticed that there are 
miscellaneous user authentication applications when 
browsing certain websites, including Steam, Google 
and so on. So, the technology of images identifying 
and classification is getting more and more attention 
due to its wide application. Thus, the overarching goal 
of this project is to build the most expeditious and 
stable algorithm that can sifts out those irrelevant 
figures and identify the correct type of photos.  

In this study, the CNN models of the machine 
learning methods, which are being well developed and 
hot for computer science research workers across the 
world to conduct some studies on them in recent 
period, are used and studied to realize the purpose. 
And here is its basic principle. Since the images 
contain mountains of complex information, such as 

pixels and colors, a large number of pictures from the 
dataset, which have already been classified, are sent to 
the machines and models together with their labels as 
training sets to provide enough information for them. 
Then these inputs are collected, preprocessed, 
calculated, analyzed and remembered through the 
layers of the models and the complicated math 
formulas of them, which in this model works in the 
way that seeing the pictures as matrixes and using the 
operating formula developed based on convolution. 

 In this way, the model finds out the links between 
input images and the aiming output values, the 
classification labels. After all these training, a set of 
different pictures is used as testing sets to see the 
function of the model, with the results summary and 
evaluation indicators displayed. And the further 
adjustments are carried out in order to better the 
accuracy and accelerate the learning path, until the 
ideal model is built up. 

About this paper, it is organized in the following 
construction. After this introduction part, the next 
section presents related work on the development and 
current situation of the machine learning and CNN 
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models. Then the whole study is discussed specifically 
next, including its methods, principles, used dataset, 
results and current analysis on it. And the last part, 
based on the entire paper, the conclusions are made 
and some ideas of the future work directions and 
suggested.  

2 RELATED WORK 

As the technology developing, machine learning and 
deep learning have gradually developed for a quite 
long period. They are based on different math 
principles and formulas dealing with the numeric 
input dataset. And their realization relies on the 
optimization algorithms of different parameters. So, it 
is noticeable that the algorithms are playing very vital 
roles and various studies have been conducted to 
researching on these. 

At first, the traditional methods of machine 
learning are only capable of operating on the data that 
is not really complicated, such as Naïve Bayes and 
SVM method. Their ways of operating the data are 
more like stacking all the input data into its formulas 
straightly and raising the accuracy through adjusting 
the parameters. However, as the rapid development of 
the times, especially when they begin to facing the 
images data, they apparently fail to do the job 
successfully. Thus, the more intelligent deep learning 
methods are invented.  

So, when here comes the deep learning, the ability 
for the machines to operate those complex data 
samples. The CNNs get the idea from the 
neuroscience and the thought of nerve cell and layers 
is insert in the method to enable it to have the ability 
to create the links, which is obviously different with 
the stiffly applying formulas that the traditional 
methods do. Although the fundamental idea to build 
this model also comes from the arithmetical operation 
in math just like traditional ones, the reason why it 
differs from other old ones is that it has the ability to 
make links between the classes and labels and process 
multiply every pictures in training batch.  

Thus, the CNNs are now involved in almost every 
aspect that the image identification is used, such as, 
predicating the weather according to the satellite cloud 
picture, the classification used in website to apart 
human beings and AIs and the Face ID of the phones 
etc. And it is always on a rapid developing path, with 
many new architectures coming out with rather short 
interval, like the VGG16 coming out 10 years ago and 
the ResNet model 8 years ago (Laszlo and Nagy 2020 
& Xie et al 2019). And there are various operating 
methods like backpropagation, new gradient descents, 

deep Residual learning and global average pooling 
(Jing et al 2023 & Hassan et al 2023).  

Thus, this paper builds and tests the Convolutional 
Neural Network models on a large dataset and 
compares its outcomes with those of traditional 
methods such as Naïve Bayes methods, aiming to see 
its accuracy and efficiency.  

3 METHDOLOGY 

3.1 Building the Model 

While using the Convolutional Neural Networks to 
realize the image identification and classification, the 
first step of the process is to load labeled images from 
the CIFAR-10 dataset and to preprocess the data. The 
data has already been segmented into training sets and 
testing sets that can be straight insert in the program 
without pre-processing. So, firstly, the pixel value of 
each picture is scaled to between 0 and 1 by being 
divided by 255.0. While the target variable, which are 
the class names and labels of the images, are transform 
into One-Hot Encoding.  

Then, it is time to build the model, and this 
program uses the Sequential model. In this model, the 
convolution operation in the Convolutional Layers is 
the core part of CNNs. In this program, the data are 
inputted in the shape of (32,32,3). And by convolving 
the images with the learnable kernels with the size of 
(3,3), features are extracted from the image. Each 
filter in kernels detects different local features, such as 
edges or textures. And the formula of the convolution 
in this program is S(i,j)=(I∗K)(i,j)=m∑n∑
I(i−m,j−n)⋅K(m,n), with S and I referring to the pixel 
value of the output images and input images and K 
referring to the kernels (Raheer and Humera 2019).  

Also, in these layers, a non-linear activation 
function, which is ReLU in this program, is applied to 
introduce non-linearity and enhance the expressive 
power of the model. The formula is 
ReLU(x)=max(0,x), where x represents the input. The 
convolution operation and the activation function are 
all realized by Conv2D function in this program in 
Python. And whenever a Conv2D layer is finished, the 
BatchNormalization function is used to normalize the 
features in the former layers to make the training 
easier, faster and more stable (Biniz and Ayachi 2021). 

Then, in the Pooling Layers, the pooling jobs are 
done by max pooling in the size of (2,2), whose 
formulas is MaxPooling2D(i,j,c)=m,nmax
(x(i+m),(j+n),c), with(i,j,c) referring the places in the 
output images and x referring the amount in polling 
(Park et al 2022). Through these, pooling operations 
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can help decrease the size of the feature maps while 
preserving those features that are relatively more 
important.  

Then in order to raise the accuracy of the program 
and realize more ideal outcomes, Convolutional 
Layers and Pooling Layers with different filters 
parameters, 32 64 128 individually, are used 
alternately and circularly for a few times.  

After all the steps above, the next layer is the 
Flatten Layer. The aim of inserting it is to reshape the 
outputs from the previous layers, which are multi-
dimensional arrays, into a single long vector. So that 
they can be fed into subsequent fully connected layers 
for further processing, because these layers can only 
accept this kind of one-dimensional input.  

Then here comes the Fully Connected Layers in 
the model. These layers connect all the features of the 
data. In this program, the two Dense functions with 
different parameters, which are 128 and 10 in this 
program and refer to the number of neurons in this 
layer, are used as Fully Connected Layers to do the 
linking job between the former layers that has been 
built before and the current ones that are being built. 
And the task for them in to successful put the neurons 
from the two different layers together and create links 
to enable them to work as an entirety.   

Additionally, the activations of the two layers 
above are also different, which are relu and softmax. 
What is more, nearly after every layer, a Dropout 
function with the parameter of 0.25 is used in this 
program to prevent the model from overfitting, so that 
the accuracy and the stability of the model can be 
guaranteed. After these steps and layers, the model is 
finally built.  

3.2 Training and Testing 

So, the next part is to train and test the model that has 
been built. In this part, the training set is used to train 
the model, to enable it to identify the pictures and do 
the classification. The model is evaluated on the 
testing set to measure its results, which are displayed 
by printing the summary and the confusion matrix, 
and its many performance metrics, including 
accuracy, recall, loss and precision etc. And this can 
help to judge and prediction how the model performs 
when operating on a new set of data.  

Then, the next job is to keep adjusting all the 
parameters in the program and adding or decreasing 
the number of layers according to the performance and 
prediction, until the best and most accurate outcomes 
are got and ready for analysis and conclusion.  

4 RESULT 

In this program, the dataset that is used is the widely-
used CIFAR-10dataset.  

The CIFAR-10 dataset is got from the Kaggle and 
can be imported in the program straightly from the 
keras of tensorflow. The CIFAR-10 dataset is made up 
of 60 thousand images in 10 different themes with 
various colors, with exactly 6000 ones in every single 
class, and each picture contains 32*32 pixels. The ten 
classes are in a fixed order while using for the better 
convenience, which is 'Airplane', 'Automobile', 'Bird', 
'Cat', 'Deer', 'Dog', 'Frog', 'Horse', 'Ship', 'Truck', and 
it may be mentioned in the following paper by using 
the number zero to nine. And every picture can be 
visible on the Kaggle or by coding (Iqbal and Qureshi 
2023).  

Using this dataset has its own convenience. In this 
dataset, the images have already been divided into the 
training and testing groups. 50 thousand training 
pictures and 10 thousand test pictures have been pre-
prepared already in this dataset. What is more, it is 
divided into five training lots and a test lot, each is 
made up of 10 thousand images, which appear in a 
stochastic combination every time being used. 
Considering from the aspect of the classes, each one 
of the ten classes provide one thousand images, which 
are randomly selected as said before, to form the final 
test batch. Meanwhile, the rest of the pictures in each 
class are undoubtedly contained in those five training 
batches in a random formed order that no one knows. 
Also, unlike the testing one, the training lot have on 
force on that the images from each class must be of 
the same number. That means that there may not be 
exactly 500 pictures in a single batch, but there are 
undoubtedly exactly 5000 pictures in the whole 
training part, the five lots.  

First, the model should be evaluated according to 
its summary of results and all of its evaluation 
indicators. Taking all into consideration, the model is 
quite successful. The analysis can be based on the 
classification report of the testing results after the 
attempting of each time.  

From all the information in the Table 1, it can be 
found out that all the evaluation indicators, the 
precision, the recall and the f1-score, of all the ten 
classes are totally of a very high level. There is only 
one class having the least precision of 77%, while all 
the other ones are above 80%, with some of them are 
so high that they reach or even surpass ninety 
percents. Also, it is easy to find out that except the 
class 3, all the recalls and f1-scores are all at such a 
high area that they are individually over or close to 
80% and 85%. The least f1-score also occurs in the 
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class 3. From all these, it can be reasonably speculated 
that the model performs relatively worst in class 3. But 
all this can be concluded into the overall high accuracy 
of 87%. So, this report shows that this model of using 
the CNN method to identify and classify the images 
performs rather well and fits in the CIFAR-10 dataset 
quite greatly.  

Table 1: Classification Report. 

 Precision Recall F1-score 

0 0.90 0.87 88% 
1 0.94 0.96 95% 
2 0.80 0.85 83% 
3 0.85 0.67 75% 
4 0.86 0.88 87% 
5 0.88 0.77 82% 
6 0.77 0.96 85% 
7 0.92 0.92 92% 
8 0.96 0.91 93% 
9 0.89 0.94 92% 

 

Additionally, beyond the information above, more 
things can be found out from the Evolution Legend 
Graphs. They are the curve graphs shows the changing 
of the different parameters, including loss, accuracy, 
precision and recall, during the training progresses, 
whose rate can be somehow on behalf of the efficiency 
of this model.  

 
Figure 1: Evolution Legend Graphs (Photo/Picture credit: 
Original). 

From the graphs in Figure 1, the advantage and the 
success of this model is more obvious. It is easy to 
discover that the accuracy, precision and recall all 
reach to a high and stable level rather fast during the 
training, which is showed by the large slope in the 

beginning of the graph., while the loss performs 
exactly opposite. These shows that this CNN model 
has a really good capability of learning on the 
identification and classification of the pictures, at least 
the pictures of the CIFAR10 dataset, which is just the 
purpose of building it. 

Additionally, the confusion matrix is used to have 
further comparison and analysis, since that the 
confusion matrix uses the variety and asymptote of the 
shade of the colors to symbolize the number of every 
situation. This enables the researchers to realize and 
compare the results more intuitional and have more 
meaning conclusions.  

 
Figure 2: Confusion Matrix (Photo/Picture credit: Original). 

From Figure 2, according to the obvious 
distinguishment of the colors between yellow and 
green, it is more visualized and easier to tell that how 
well this CNN model performs while working on such 
difficult pictures database. Except for the large 
number of the right classified images, it can be found 
that the model did worst on the ‘Cat’ and ‘Dog’ 
classes. And the reason for the weakness can be 
assumed that this model performs not really well in 
distinguishing cats and dogs and it may sometimes 
identify the cats as frogs. And these are the current 
problems that the model is facing now.  

In searching for more conclusions and reach the 
more helpful and in-depth outcomes, this model is 
compared to a traditional machine learning model 
based on the GaussianNB function of the Naïve 
Bayesian method, with the data preprocessed by the 
PCA (Chen et al 2018 & Zhang 2023). This is a 
traditional classifier of operating the data and dividing 
them into different classifications, according to the 
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simplified Bayes formular, which may be simplistic 
while facing such difficult image data.  

Table 2: Comparison. 

 Naïve Bayes CNN 
Accuracy 35.25% 87.29% 
recall 35.25% 84.97% 
precision 35.47% 89.92% 
 

According to TABLE II, the CNN has obviously 
far higher three indicators than the Naïve Bayes. That 
shows that when operating such complex data as 
images, the CNN model performs rather better than 
traditional ones, even still with great potential that 
hasn’t been explored yet. The reason for the 
distinction may be that the images data is too 
complicate and it may contain nonlinear relationships 
and high-dimensional feature space, which are all 
great challenges for traditional models, such as Naïve 
Bayes and SVM etc. But all those can be somehow 
solved by CNN’s ability of deep feature learning, 
which empowers CNNs to better capture hierarchical 
patterns and structures within images.  

5 CONCLUSION AND FUTURE 
WORK 

This study is research on building and using the CNN 
models to train and test on the CIFAR-10 dataset and 
comparing it with other traditional models. According 
to the results, comparison and analysis that has been 
done before, there are some current conclusions can 
be made. The CNN model has a great capability of 
recognizing, identifying and classifying the images. It 
has a high accuracy on dividing them into different 
classes and its speed of learning and training is rather 
fast. Taking the traditional models into consideration, 
the CNN models are better than them in nearly every 
aspect. Thus, CNN is one of the most expeditious and 
stable models that can be used to solve the image 
recognition and classification problems.  

For the future work, similar models with varying 
parameters combination can be studied on the same or 
even larger dataset to see if they can bring higher 
accuracy and learning ability. Additionally, some 
other operations can be studied and inserted into this 
model, such as data processing ones, to better the 
program to get higher accuracy and speed. So, the 
future works based on this program can be brought out 
from these aspects to build better models with higher 
accuracy and efficiency.  
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