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Abstract: The decision tree is a commonly used machine learning algorithm that can be used for problems such as 

predicting stock prices. In the study of predicting low stock prices, decision trees can be used to analyze 

factors such as fundamentals and technical factors of stocks to predict the price trend of stocks. This research 

selects the historical transaction data of 4 China's Shanghai Stock Exchange A shares as the research object. 

The common feature of these 4 stocks is that the price is relatively low, no more than 10 yuan. This research 

proposes a prediction of low-price stocks based on the decision tree algorithm Model, our research results 

show that decision tree model can help predict the price trend of low-priced stocks and help investors make 

investment decisions. 

1 INTRODUCTION 

The decision tree is a commonly used machine 

learning algorithm, which can be applied to predict 

stock prices and other issues. In the research of 

predicting low stock prices, decision tree can be used 

to analyze factors such as the stock's fundamental and 

technical factors and predict the stock's price trend 0. 

The advantage of decision tree is that it can analyze 

problems from multiple perspectives and can quickly 

calculate the results. However, decision tree also has 

some disadvantages, such as overfitting, which may 

cause the prediction results to be inaccurate 0. 

Therefore, when using decision trees for prediction, 

appropriate processing, and adjustments should be 

made to the data, such as feature selection, to avoid 

overfitting.  

The working principle of decision tree is to divide 

the data set into multiple subsets, each subset has a 

decision node, and each decision node has a series of 

features and values, used to calculate the next 

decision node 0. The structure of decision tree 

consists of decision nodes and leaf nodes, where 

decision nodes represent the decisions to be made at 

that node, and leaf nodes represent the results of the 

decisions. The goal of decision tree is to find the best 

path from the root node to the leaf node, to achieve 

the best result 0.  

In the research of predicting low stock prices, 

decision tree can be used to analyze factors such as 

the stock's fundamental and technical factors, and 

predict the stock's price trend. The fundamental 

factors include the company's financial condition, 

market share, and industry position, and the technical 

factors include the stock's price trend, volume, 

MACD, etc 0. By analyzing these factors, decision 

tree can predict the stock's price trend, to help 

investors make investment decisions. 

This research selects the historical transaction 

data of 4 China's Shanghai Stock Exchange A-shares 

as the research object. The common feature of these 

4 stocks is that their prices are relatively low, none 

exceeding 10 yuan. Through the analysis of the 

historical transaction data of these low-priced stocks, 

we found that the decision tree algorithm has a better 

effect on the stock price prediction. Through the 

decision tree model we built, we can 

comprehensively analyze various factors that affect 

the stock price and get the prediction result of the 

stock price 0. 

This research applies the decision tree algorithm 

to the analysis of these 4 stocks' historical transaction 

data and uses the decision tree model to predict future 

stock prices. Our research results are of great value to 

financial institutions and individual investors seeking 

to make informed investment decisions. Through our 

research, they can more accurately understand the 

trend of stock prices, so as to formulate more 

reasonable investment strategies, reduce investment 

risks and increase investment returns 0. 
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2 DATASET AND METHOD 

The data used in this research comes from the data of 

China's Shanghai Composite Index in the first half of 

2022. The historical transaction data of 4 China's 

Shanghai Stock Exchange A-shares were selected as 

the research object. The common feature of these 4 

stocks is that their prices are relatively low, with no 

more than 10 yuan, namely Guangshen Railway, 

Hainan Airport, Jihua Group, and Shandong Hi-

Speed. The stock codes are 601333, 600515, 601718, 

and 600350 respectively. 

This research uses the machine learning algorithm 

of decision tree to predict the stock price trend by 

analyzing and processing the data of the opening date, 

opening price, highest price of the day, lowest price 

of the day, closing price, and trading volume of these 

four stocks 0. For this data set, it is divided into 

training set and test set, the total amount of data is 

468, and the ratio of training set and test set is 85% 

and 15%, respectively, for a single stock, the total 

amount of data is 117 samples, its training set is 100 

samples, and the test set is 17 samples. 

Divide the input space into M regions R1, R2, ... 

RM and generate the decision tree: 
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The loss function of a subtree generated with any 

internal node t of the tree as the root node is: 

Ca(Tt) = C(Tt) + a|Tt|                       (2) 

T represents any subtree, C(T) represents the 

prediction error of the subtree to the training data, |T| 

represents the number of leaf nodes of the subtree, a 

is the parameter of the subtree (a ≧ 0), Ca(T) is the 

overall loss of the subtree T under the specified 

parameter a. The loss function of replacing the 

subtree with node t to obtain a single-node tree is: 

Ca(t) = C(t) + a                         (3) 

When a=0 and sufficiently small, there is the 

following relationship: 

Ca(Tt) < Ca(t)                            (4) 

As a gradually increases, the following 

relationship exists when reaching a certain value: 

Ca(Tt) = Ca(t)                            (5) 

When a continues to increase, the inequality (4) 

will be reversed. When equation (5) holds: 
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At this time, the loss function remains unchanged 

after the subtree is cut, but the overall tree has fewer 

nodes. From bottom to top, calculate the a value for 

each internal node of the tree according to the formula 

(6), select the node corresponding to the minimum a 

value, and prune the subtree generated by this node to 

complete the current round of pruning branch process. 

We set the maximum depth of the decision tree to 

100 layers, use the inductive binary tree, and set the 

minimum number of samples on the leaf nodes to 2. 

When the number of subsets is less than 5, it will not 

be split. The regression prediction model is used in 

the prediction. Visualize the analysis results after 

outputting the results 0. Meanwhile, we also conduct 

performance analysis and experiments on our 

predictive model using different evaluation metrics.  

3 EXPERIMENT AND ANALYSIS 

Decision trees work by dividing a data set into 

subsets, each of which has a decision node, and each 

decision node has a series of features and values that 

are used to calculate the next decision node. The 

structure of the decision tree is composed of decision 

nodes and leaf nodes, where the decision node 

represents the decision to be made at the node, and 

the leaf node represents the result of the decision. The 

goal of a decision tree is to find the best path from the 

root node to the leaf nodes to get the best result 0. 

The advantage of a decision tree is that it can 

analyze a problem from multiple perspectives and can 

calculate the results quickly. However, decision trees 

also have some disadvantages, such as overfitting, 

which can lead to inaccurate predictions. Therefore, 

when using decision trees for prediction, the data 

should be properly processed and adjusted to avoid 

overfitting. As shown in Figure 1, it is the decision 

tree model for stock price prediction of Shandong Hi-

Speed. The decision tree models for the other three 

stocks are similar. 

This research divides the historical transaction 

data of 4 stocks into training set and test set. There are 

468 pieces of data in total. For a single stock, the total 

amount of data is 117, and the proportions of training 

set and test set are 85% and 15%, respectively. There 

are 100 samples in the training set and 17 samples in 

the test set. The prediction results are shown in Table 

1. 
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Figure 1. The decision tree model for stock price prediction of Shandong Hi-Speed. 

 

Figure 2. The curves of the predicted value and the real value of the 4 stocks. 
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Table 1. The predicted results and real values of the 4 

stocks. 

SN 
GS  

real 

GS 

pred 

GS 

devi 

HA 

real 

HA 

pred 

HA 

devi 

JH 

real 

JH 

pred 

JH 

devi 

SH 

real 

SH 

pred 

SH 

devi 

1 2.3 2.33 1.09% 4.23 4.45 5.20% 3.05 3.03 0.82% 5.28 5.29 0.13% 

2 2.55 2.59 1.57% 4 4.02 0.37% 2.84 2.85 0.35% 5.78 5.79 0.09% 

3 2.29 2.31 0.66% 3.34 3.36 0.50% 3.04 3.01 0.90% 5.9 5.95 0.85% 

4 2.07 2.06 0.48% 3.52 3.56 1.14% 2.99 2.97 0.59% 5.56 5.59 0.45% 

5 2.29 2.33 1.53% 3.25 3.29 1.23% 3.26 3.22 1.23% 5.35 5.32 0.61% 

6 2.04 2.04 0.12% 3.6 3.59 0.37% 2.59 2.49 4.05% 5.72 5.74 0.31% 

7 2.05 2.06 0.49% 3.51 3.52 0.14% 2.98 2.91 2.35% 5.47 5.56 1.58% 

8 2.03 2.06 1.48% 3.35 3.44 2.76% 2.91 2.88 1.20% 5.53 5.59 0.99% 

9 2.18 2.28 4.59% 3.39 3.33 1.92% 3.1 3.09 0.43% 5.25 5.25 0.00% 

10 2.41 2.39 0.97% 3.93 3.98 1.21% 2.91 2.95 1.49% 5.66 5.59 1.33% 

11 2.17 2.19 0.92% 3.81 3.88 1.90% 2.85 2.88 0.88% 5.58 5.62 0.72% 

12 2.12 2.09 1.42% 3.6 3.56 1.11% 2.7 2.66 1.48% 5.79 5.79 0.09% 

13 2.29 2.31 0.87% 3.24 3.24 0.00% 3.2 3.22 0.63% 5.32 5.39 1.22% 

14 2.33 2.30 1.50% 3.91 3.89 0.60% 2.86 2.88 0.52% 5.33 5.39 1.03% 

15 2.14 2.15 0.47% 3.38 3.38 0.00% 2.97 2.94 1.01% 5.83 5.79 0.77% 

16 2.21 2.23 0.68% 3.57 3.52 1.54% 2.82 2.81 0.35% 5.11 5.08 0.52% 

17 2.26 2.26 0.00% 3.3 3.32 0.45% 3.34 3.22 3.59% 5.88 5.95 1.19% 

 

It can be seen from the above table that most of 

the deviations between the predicted values of the 4 

stocks and the real values are less than 2%. The 

curves of the predicted values and the real values of 

the 4 stocks are shown in Figure 2. 

MSA(Mean Squared Absolute Error), 

RMSE(Root Mean Squared Error), MAE(Mean 

Absolute Error), and R2(R-squared) are all commonly 

used regression error metrics or scoring indicators. 

MSA is calculated as the square root of the mean of 

the squared differences between the predicted and 

true values. RMSE is calculated as the square root of 

the average of the squared differences between the 

predicted and true values. MAE is calculated as the 

average of the absolute values of the differences 

between the predicted value and the true value. R2 is 

calculated as the ratio of the square of the regression 

coefficient to the sum of the squares of the residual. 

The value of R2 is between 0 and 1, and the closer to 

1, the better the fitting effect of the model. For the 

above 4 stocks, the forecasting performance 

indicators are shown in Table 2. 

 

 

 

 

 

Table 2. The performance of the decision tree model. 

Stock MSE RMSE MAE R2 Average deviation 

Guangshen Railway 0.001 0.033 0.025 0.942 1.11% 

Hainan Airport 0.005 0.068 0.045 0.944 1.20% 

Jihua Group 0.002 0.049 0.038 0.931 1.29% 

Shandong Hi-Speed 0.002 0.047 0.039 0.961 0.70% 

 

As shown in Table 2, the R2 values of the decision 

tree model on all 4 stocks are close to 1, and the 

prediction performance of the model is good. 

Decision tree can reduce complex problems into 

multiple simple problems, making them easier to 

understand and solve. In addition, decision trees can 

calculate results quickly, avoiding the problem of 

requiring large computing resources for other 

machine learning algorithms. Therefore, a decision 

tree is an algorithm that is very suitable for problems 

such as predicting stock prices. 

4 CONCLUSION 

This research uses the decision tree method to predict 

the stock price, selects 4 low-priced stocks from 

China's Shanghai Stock Exchange A-shares as the 

research object, and predicts the closing price of its 

stocks based on the historical data in the first half of 

2022. Experimental results show that the prediction 

effect is good.  

To sum up, the decision tree is an effective 

method to predict low stock prices, but it needs to pay 

attention to its shortcomings and properly process and 

adjust the data. By using methods such as cross-

validation, regularization, data augmentation, and 

feature selection, overfitting can be avoided and the 

generalization ability of the model can be improved. 

How to use multi-scale algorithms to find a better 

prediction model from nonlinear and non-smooth 

stock data to capture the relationship between stock 

price and time is also content that needs further 

research in the future. 
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