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Abstract: Feature selection, as a method of machine learning algorithm optimization, aims to improve the 
performance and efficiency of the algorithm by selecting important features. This research selects 3 A-share 
stocks of China's Shanghai Stock Exchange as the research object and proposes a prediction model based on 
feature selection decision tree optimization algorithm, which is used to predict the closing price of the stock. 
Our research results show that the optimized Models can improve the performance of predictions. 

1 INTRODUCTION 

In machine learning, feature selection is a commonly 
used data preprocessing technique, which can reduce 
the data dimension, reduce the influence of noise 
and redundant data, and improve the generalization 
ability and interpretability of the model at the same 
time (Zhou H F-Alsahaf A). Research on machine 
learning algorithm optimization based on feature 
selection is an important research direction, which 
aims to improve the performance and accuracy of 
machine learning algorithms, so as to better solve 
practical problems (Sharma, 2022). 

Feature selection refers to the selection of the 
most useful features in machine learning algorithms, 
thereby reducing the complexity of the model and 
improving the generalization ability of the model. 
There are many methods of feature selection, 
including filtering, wrapping, and embedding. The 
filtering method refers to evaluating the importance 
of features by calculating the correlation between 
features and labels, and then sorting according to the 
importance index to select features with higher 
rankings 0 (Christo,2022). The advantage of the 
filtering method is fast calculation, but the 
disadvantage is that it is easily affected by noisy 
data. The wrapping method refers to searching the 
feature space through a search algorithm to find the 
optimal feature subset. The advantage of the 
wrapping method is that it can find the optimal 
feature subset, but the disadvantage is that it is 
computationally intensive and time-consuming 
(Chen, 2021). The embedding method refers to 
limiting the complexity of the model through 

methods such as regularization during the training 
process of the machine learning algorithm, thereby 
realizing feature selection. The advantage of the 
embedding method is that it can optimize the 
accuracy and generalization ability of the model at 
the same time, but the disadvantage is that it is 
computationally intensive and time-consuming 0 
(Yun, 2021). 

This research uses the filtering method for 
feature selection, uses spearman correlation to 
analyze the characteristics of the data, and extracts 
more relevant data to become another data set 
separately, using the same machine learning 
algorithm, that is, decision tree algorithms to learn 
and predict on two datasets. 

2 DATASET AND METHOD 

The data used in this research comes from the data 
of China’s Shanghai Stock Exchange Index in the 
first half of 2022. The historical transaction data of 
three China’s Shanghai Stock Exchange A-shares 
were selected as the research objects, namely Gd 
Power Development Co., Ltd., Hundsun 
Technologies Inc. and Ningbo Joyson Electronic 
Corp. The stock codes are 600795, 600570 and 
600699 respectively. 

This research analyzes and processes the data of 
the opening date, opening price, highest price, 
lowest price, closing price, and trading volume of 
these three stocks, and uses the machine learning 
algorithm of decision tree to predict the stock price 
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trend. The original data set of each stock has 117 
samples, each sample contains 8 features, the first 
102 samples are used as the training set, and the 
remaining 15 samples are used as the test set. 

We set the maximum depth of the decision tree 
to 100 layers, use the inductive binary tree, set the 
minimum number of samples on the leaf nodes to 3, 
and no longer split when the number of subsets is 
less than 3, the regression prediction model is used 
in the prediction, and the prediction Visualize the 
analysis results after outputting the results(Luo 
M,2021). Meanwhile, we also performed 
performance analysis of our predictive model using 
different evaluation metrics. 

Divide the input space into M regions  R1, R2, ... 
RM and generate the decision tree: 
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The tree can be created as shown in Algorithm 1. 

Algorithm 1: Tree creation. 
INPUT:  Training set T ; 

Feature set F 

OUTPUT: A tree 
 

Procedure : Function TC(T, F) 

0:     Initialize a node; 

1:     if  The tests in T all have the same sort W then 

2:        Stamp node as a W-type leaf node; return 

3:     end if 
4:     if F = Ø OR The test in T has the same value on F then 

5:       Stamp node as a leaf node; 

6:       The type is singled out in T; return 

7:     end if 
8:     Select the ideal parcel feature a,*  from F; 

9:    for  Each value a
i 

,*  in a,* do 

10:         Create a branch for node;  
11:         Let Ti indicate a subset of tests in T that have a value of a

i 
,*  

on a,* ; 
12:      if Ti is vacant then 

13:         Stamp branch nodes as leaf nodes; 

14:         The type is singled out in T; return 

15:      else 

16:         TC(Ti, F\{a,* }) as a branch node; 

17:      end if 
18:    end for 

To optimize predictive models for machine 
learning, we apply feature selection to the original 
dataset. Feature selection algorithms include 
filtering, wrapping, and embedded three types. 
Filtering feature selection algorithms are 
independent of any specific machine learning model 

and select features by performing statistical tests or 
mathematical transformations on them 0. Wrapped 
feature selection algorithms treat feature selection as 
a search problem, taking a subset of features as 
input, and evaluating the performance of each subset 
using a given machine learning algorithm 0. The 
embedded feature selection algorithm embeds 
feature selection into the training process of machine 
learning algorithms and selects the best features by 
optimizing the loss function of the model. 

For the selection of feature evaluation indicators, 
feature evaluation indicators are mainly used to 
evaluate the importance and contribution of features. 
Commonly used indicators include information gain, 
chi-square test, mutual information, and correlation 
coefficient 0. 

In order to better predict the stock price, we use 
Spearman correlation to analyze the characteristics 
of the data, conduct correlation analysis on the 8 
features in the data set, and finally select the 
strongest 3 features plus the opening date, A total of 
4 features were used to construct a new data set, and 
the same decision tree algorithm and parameters 
were used to perform machine learning on the new 
data set again. Our research results show that the 
optimized model can improve prediction 
performance.  

3 EXPERIMENT AND ANALYSIS 

A decision tree algorithm is an algorithm used in 
machine learning that uses a tree model to build a 
decision process from input to output. It is a type of 
classification and regression tree (CART) algorithm 
and can be used for classification and regression 
tasks 0. The advantage of the decision tree algorithm 
is that it can represent the decision process in a 
readable form, and it is also fast to train. As shown 
in Figure 1, it is the decision tree model of the stock 
price prediction of the stock Gd Power, which is 
visualized with the Pythagorean tree. The decision 
tree models for the other 2 stocks are similar. 

 
Figure 1: The decision tree model with Gd Power. 
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In this research, the historical transaction data of 
3 stocks are divided into training sets and test sets. 
There are 351 pieces of data in total. The total 
amount of data for a single stock is 117. In order to 
better compare the effect of feature selection on the 
prediction model, the training set and test set adopt a 
fixed sampling mode. There are 102 samples in the 
training set and 15 samples in the test set. The 
prediction results are shown in Table 1.  

Table 1: The predicted results and real values of the 3 stocks. 

SN 
Gd 

Power 
real 

Gd 
Power 
pred 

Gd 
Power  
devi 

Hundsun 
real 

Hundsun 
pred 

Hundsun 
devin 

Joyson 
real 

Joyson 
pred 

Joyson 
devi 

1 3.8 3.78 0.47% 42.9 42.52 0.90% 13.45 13.31 1.04% 

2 3.73 3.73 0.00% 42.02 41.67 0.84% 13.7 13.77 0.51% 

3 3.8 3.78 0.47% 42.18 42.52 0.79% 13.94 13.77 1.22% 

4 3.72 3.76 0.99% 43.86 44.07 0.49% 13.57 13.59 0.18% 

5 3.69 3.66 0.88% 41.76 41.67 0.23% 13.48 13.59 0.85% 

6 3.78 3.78 0.05% 42.78 42.52 0.62% 13.63 13.59 0.26% 

7 3.77 3.76 0.35% 42.79 42.56 0.54% 13.96 14.05 0.66% 

8 3.96 3.92 1.01% 45.2 44.88 0.70% 13.66 13.59 0.48% 

9 3.89 3.92 0.77% 43.17 43.25 0.17% 13.63 13.59 0.26% 

10 3.78 3.76 0.62% 45.01 44.88 0.28% 14.65 14.43 1.48% 

11 3.74 3.73 0.27% 45.25 45.17 0.18% 15.56 15.41 0.96% 

12 3.72 3.73 0.27% 45.69 45.77 0.18% 16.24 16.19 0.29% 

13 3.77 3.78 0.32% 45.7 45.17 1.17% 16.28 16.19 0.54% 

14 3.92 3.92 0.00% 44.27 44.88 1.39% 15.98 16.19 1.33% 

15 3.91 3.92 0.26% 43.54 43.25 0.68% 15.71 15.84 0.83% 

It can be seen from the above table that most of 
the deviations between the predicted values of the 3 
stocks and the real values are less than 1%. The 
curves of the predicted values and the real values of 
the 3 stocks are shown in Figure 2. 

 
Figure 2: The curves of the predicted value and the real 
value of the 3 stocks. 

In order to optimize our prediction model, for the 
original data set, we use Spearman correlation to 
analyze the characteristics of the data and perform 
correlation analysis on the 8 features in the data set. 
The correlation analysis of the three stocks is shown 
in Table 2. 

Table 2: The correlation analysis of the 3 stocks’ features. 

SN Gd Power Hundsun Joyson 

1 0.989 close high 0.994 close high 0.995 close low 

2 0.986 close low 0.99 close low 0.994 close high 

3 0.971 close open 0.983 close open 0.987 close open 

4 0.818 amount close -0.785 close date -0.747 close date 

5 0.727 close volume -0.342 close volume 0.437 amount close 

6 0.554 close date 0.029 amount close 0.018 close volume 

As can be seen from Table 2, the three features 
of the three stocks, the opening price, the highest 
price of the day, and the lowest price of the day, 
have the strongest correlation with the closing price. 
Therefore, we choose these three features, plus the 
opening time, to form a the new data set uses the 
same decision tree algorithm and parameters to 
perform machine learning on the new data set again, 
and the prediction results are shown in Table 3. 

Table 3: The predicted results and real values of the new 
dataset. 

SN 
Gd 

Power 
real 

Gd 
Power 
pred 

Gd 
Power  
devi 

Hundsun 
real 

Hundsun 
pred 

Hundsun 
devi 

Joyson 
real 

Joyson 
pred 

Joyson 
devi 

1 3.8 3.79 0.18% 42.9 42.43 1.10% 13.45 13.46 0.04% 

2 3.73 3.73 0.13% 42.02 41.89 0.31% 13.7 13.82 0.88% 

3 3.8 3.79 0.18% 42.18 42.43 0.58% 13.94 13.82 0.86% 

4 3.72 3.73 0.13% 43.86 44.07 0.49% 13.57 13.60 0.22% 

5 3.69 3.69 0.00% 41.76 41.89 0.31% 13.48 13.56 0.56% 

6 3.78 3.79 0.35% 42.78 42.79 0.01% 13.63 13.56 0.55% 

7 3.77 3.78 0.13% 42.79 42.79 0.01% 13.96 14.05 0.64% 

8 3.96 3.94 0.51% 45.2 45.07 0.28% 13.66 13.67 0.04% 

9 3.89 3.90 0.26% 43.17 43.36 0.43% 13.63 13.60 0.22% 

10 3.78 3.78 0.13% 45.01 45.07 0.14% 14.65 14.43 1.48% 

11 3.74 3.73 0.27% 45.25 45.17 0.18% 15.56 15.46 0.64% 

12 3.72 3.73 0.27% 45.69 45.54 0.34% 16.24 16.11 0.80% 

13 3.77 3.77 0.13% 45.7 45.17 1.17% 16.28 16.28 0.03% 

14 3.92 3.94 0.51% 44.27 44.60 0.75% 15.98 16.11 0.81% 

15 3.91 3.90 0.26% 43.54 43.36 0.42% 15.71 15.84 0.83% 

 
MSA (Mean Squared Absolute Error), RMSE 

(Root Mean Squared Error), MAE (Mean Absolute 
Error), and R2 (R Squared) are commonly used 
regression error indicators or scoring indicators. The 
value of R2 is between 0 and 1, the closer to 1, the 
better the fitting effect of the model. The 
performance of the predictive scoring indicators of 
the two machine learning models on the two datasets 
is shown in Table 4. 
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Table 4: The performance of the decision tree model. 

Stock MSE 
before 

MSE 
after 

RMSE 
befor 

RMSE 
after 

MAE 
before 

MAE 
after 

R2 
before 

R2 
after 

R2 
impr 

Avg 
devi 
befor 

Avg 
devi 
after 

Avg 
devi 
impr 

Gd Power 0.011 0.006 0.021 0.01 0.017 0.009 0.93 0.983 5.70% 0.45% 0.23% 48.97% 

Hundsun 0.097 0.058 0.311 0.242 0.267 0.191 0.945 0.966 2.22% 0.61% 0.44% 28.74% 

Joyson 0.015 0.011 0.122 0.103 0.106 0.084 0.987 0.991 0.41% 0.73% 0.57% 21.12% 

As shown in Table 4, the performance of the 
prediction model after the feature selection process 
has been improved in both R2 and average deviation, 
especially the average deviation index, which has 
increased by more than 20%. Our experimental 
results show that after feature selection processing, 
the performance of machine learning model 
prediction can indeed be improved. 

4 CONCLUSION 

Based on the feature selection algorithm, this 
research improves the prediction model of the 
decision tree algorithm and uses this model to 
predict the closing price of the stock. The research 
shows that the performance of the prediction model 
has been improved. The optimization research of 
machine learning algorithms based on feature 
selection can also help Solve other types of practical 
problems, such as text classification, image 
recognition, bioinformatics, financial risk control, 
etc. For stock price prediction, there are many 
optimization methods based on feature selection, 
which we will further study in future topics research. 
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