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Abstract: In recent years, the automatic classification of urban environmental sounds has emerged as a pivotal task in 
the urban informationization process.  Despite the immense potential of environmental sound classification, 
the accuracy and efficiency of automated classification often fall short of expectations.  This paper proposes 
an environmental sound classification algorithm that integrates multiscale channel feature fusion, aiming to 
significantly reduce computational complexity while improving classification accuracy.  The proposed 
algorithm comprises two modules: a multiscale channel feature fusion module and a selective feature fusion 
module, which dynamically merge temporal and frequency domain features. Finally, a series of ablation 
experiments are conducted and compared with other mainstream algorithms in environmental sound 
classification, revealing that the proposed algorithm possesses smaller parameter count and higher 
classification accuracy, thus substantiating the effectiveness of the multiscale channel feature fusion 
algorithm. 

1 INTRODUCTION 

Environmental sound refers to the non-linguistic 
sounds that surround us in our daily lives, providing 
important clues about our surroundings. Studying 
environmental sound is of significant importance for 
understanding the environment, predicting 
environmental changes, and improving the 
relationship between humans and the environment.  
However, the current performance of environmental 
sound classification is not ideal, and this field faces 
numerous challenges. As a non-stationary signal, 
environmental sound covers a wide range of audio 
sources, making it difficult to represent with a single 
template.  Moreover, environmental sound itself is 
similar to background noise, further complicating 
the classification process. To address the main 
challenge of extracting effective audio features in 
environmental sound classification, this paper 
proposes an algorithm based on multiscale channel 
feature fusion and introduces a Multiscale Channel 
Feature Fusion Module (MFFM). By processing the 
mel spectrogram features through mel filters, the 
algorithm extracts both temporal and frequency 
domain features.  It then utilizes a method of 
attention-based multi-channel feature fusion to 

generate a novel three-dimensional feature map, 
thereby further enhancing the accuracy of 
environmental sound classification. 

2 RELATED WORK 

Early research on environmental sound classification 
primarily focused on traditional classification 
methods (Temko, A.- Piczak, K.), with limited 
attention given to audio feature extraction, leading to 
lower classification accuracy. In recent years, the 
integration of deep neural networks with feature 
extraction has gradually become the mainstream 
approach for environmental sound classification, 
showcasing excellent generalization performance. 
For instance, Piczak proposed a method for 
environmental sound classification using a two-layer 
convolutional network, pioneering the application of 
convolutional neural networks in this field (Piczak, 
2015). Dong, from both the temporal and frequency 
domains, analyzed audio signals and verified the 
effectiveness of processing audio data from both 
temporal and frequency perspectives (Zhang, 2018). 
Zhang et al. utilized a CRNN model based on 
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attention mechanism to capture the correlation 
between the temporal and frequency domains, 
achieving high classification accuracy. However, the 
challenge of extracting effective representations for 
audio features still persists. Therefore, this paper 
proposes an algorithm model for environmental 
sound classification based on multiscale channel 
feature fusion, consisting of a temporal-frequency 
feature extraction module and a selective feature 
fusion module. Through ablative experiments on 
temporal and frequency features and comparative 
experiments on selective feature fusion, the 
effectiveness of the proposed algorithm in this paper 
is ultimately demonstrated. 

3 MULTISCALE CHANNEL 
FEATURE FUSION 

This chapter presents the algorithm for multiscale 
channel feature fusion. Since audio is typically 
composed of three physical attributes: frequency, 
time, and amplitude, and the human auditory system 
perceives sounds through neural encoding along 
these three dimensions, we propose a feature 
extraction module that mimics the human auditory 
system to capture the frequency-time characteristics 
of environmental sounds.  

3.1 Module for Temporal and Spectral 
Feature Extraction 

By simulating the mechanisms of the human 
auditory system, this study adopts a dual perspective 
from the time domain and frequency domain to 
mimic how the human ear classifies environmental 
sounds. By applying frequency attention and time 
attention mechanisms, we can dynamically select 
and fuse frequency domain and time domain features 
to obtain more accurate representations of 
environmental sound. As the spectrogram processed 
by mel filters is a spectro-temporal representation, 
the feature extraction module in this section 
separately extracts features from the time domain 
and frequency domain. The specific module 
structure is illustrated in Figure 1. 
 

 
Figure 1: Module for Temporal and Spectral Feature 
Extraction. 

3.2 Selective Feature Fusion Modules 

Based on the temporal and spectral features obtained 
from Section A, we propose the Selective Feature 
Fusion Module (SFFM) for dynamically selecting 
and fusing temporal and spectral features. Figure 2 
illustrates the detailed architecture of this module. 

 

 
Figure 2: Selective Feature Fusion Module. 

The input of SFFM comprises three components, 
including temporal feature map Et, frequency feature 
map Ef, and Log Mel spectrogram S. Initially, we 
merge the obtained S, Et, and Ef through element-
wise addition to create a new feature mapping E. 
Subsequently, we perform global average pooling 
(GAP) to derive the global feature mapping gap. 

                  (1) 
After passing through a fully connected (FC) 

layer with a non-linear transformation, three 
additional FC layers are utilized to learn crucial 
features for each channel. A softmax layer is then 
applied to generate feature mappings. Subsequently, 
matrix multiplication is performed between the three 
inputs and feature mappings to obtain weighted 
feature maps. Following channel-wise summation, 
the fused three-dimensional temporal-frequency 
feature map E is obtained, which encapsulates 
abundant temporal and frequency information. 

 

 
(2) 
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4 EXPERIMENTAL SETUP AND 
RESULT ANALYSIS 

4.1 Experimental Setup 

In this part of the experiment, we choose the 
sampling rate of 11025 to balance the computational 
efficiency and obtain higher classification accuracy. 
The extracted logmel feature frames have a duration 
of 1024, use a 60 mel filter, and utilize 50% window 
overlap. The training process of the network model 
consists of 120 epochs with a batch size of 128. For 
ESC-10, ESC-50 and UrbanSound8K datasets, five 
and ten cross-validations were used, respectively. In 
addition, we choose to use classification cross 
entropy as a loss function and adopt L2 
regularization to enhance the generalization ability 
of the model.       

4.2 Temporal-Frequency Feature 
Ablation Experiment 

To validate the effectiveness of the multi-scale 
channel feature fusion method, a series of ablation 
experiments were conducted using the 
UrbanSound8K, ESC-10, and ESC-50 datasets for 
evaluation. Table 1 presents the results of the 
temporal-frequency feature ablation experiments in 
this section. The experimental results demonstrate 
that, in the UrbanSound8K dataset, the classification 
accuracy fluctuates between 94% and 95% when 
using a single feature or fusing two features. 
However, when all three features are fused together, 
the classification accuracy reaches 96.7%. In the 
ESC-10 and ESC-50 datasets, the classification 
accuracy achieved after channel feature fusion is 
80% for both datasets. Removing one or two 
features leads to a significant decrease in the 
classification accuracy. Therefore, the proposed 
channel feature fusion method has advantages in 
handling datasets with a smaller sample size and a 
larger number of categories. 

Table 1: Ablation results of time-frequency characteristics. 
Time-

domain 
feature 

Frequency
-domain 
feature 

Logmel 
feature 

UrbanSoun
d8K ESC-10 ESC-50 

√ × × 95.1% 70.0% 74.0% 

× √ × 95.3% 72.5% 74.5% 

× × √ 94.5% 77.5% 75.0% 

√ √ × 95.1% 72.5% 69.5% 

× √ √ 95.3% 75.0% 68.0% 

√ × √ 95.3% 72.5% 70.0% 

√ √ √ 96.7% 82.0% 80.0% 

4.3 Select Feature Fusion Comparative 
Experiment 

In the feature fusion part, the SFFM proposed in this 
paper is compared with the average superposition, 
weighted superposition, horizontal concatenation 
and vertical concatenation feature fusion methods on 
UrbanSound8K data set, so as to verify the feature 
representation ability of SFFM after feature fusion. 

Table 2: Comparison between feature fusion and other 
fusion modes. 

Fusion 
mode 

Feature size 
after fusion UrbanSound8K ESC-10 ESC-50 

Average 
stack (60,44,1) 94.9% 75.0% 75.0% 

Weighted 
stack (60,44,1) 94.8% 77.5% 75.0% 

Horizontal 
splicing (120,44,1) 94.7% 75.0% 64.0% 

Vertical 
splicing (60,88,1) 96.3% 72.5% 80.0% 

Selective 
feature 
fusion 

(60,44,3) 96.7% 82.0% 80.0% 

 
The comparative experimental results are shown 

in Table 2, and it can be clearly seen that the SFFM 
feature fusion method proposed in this paper shows 
the optimal classification effect on each data set.In 
order to better display the experimental results, this 
section visualizes the experimental classification 
results and presents them from multiple perspectives 
by using curves and confusion matrix. 

 
(a) 
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(b)   

 
(c) 

Figure 3: Accuracy curve and loss curve of ESC-10, ESC-
50, UrbanSound8K. 

The curves depicting the classification accuracy 
and loss of the environmental sound classification 
algorithm used in this study, for the ESC-10, ESC-
50, and UrbanSound8K datasets, are presented in 
Figure 3. Specifically, Figure (a) corresponds to the 
ESC-10 dataset, Figure (b) represents the ESC-50 
dataset, and Figure (c) relates to the UrbanSound8K 
dataset.  In these curves, the solid red line represents 
the loss curve of the test set, while the dashed red 
line represents the loss curve of the training set.  On 
the other hand, the solid green line depicts the 
accuracy curve of the test set, while the dashed 
green line signifies the accuracy curve of the 
training set. 

 
1) 
 

 
2) 

Figure 4: ESC-10 Confusion matrixAND and 
UrbanSound8K confusion matrix. 

4.4 Comparison with SOTA Methods 
at Home and Abroad 

Table 3 compares the environmental sound 
classification method proposed in this paper based 
on multi-scale channel feature fusion with other 
mainstream methods at home and abroad. On the 
UrbanSound8K dataset, our method achieves 97.3% 
classification accuracy, which is 2% higher than the 
enhanced DCNN model. It is slightly lower than 
Mushtaq's NAA method and Inik's combined CNN 
and PSO method. However, both methods achieve 
high accuracy while significantly increasing 
computational complexity and parameter size. In 
contrast, the network architecture adopted in this 
paper is a stacked four-layer neural network with a 
parameter size of only 0.44M, which is smaller than 
all current mainstream methods and saves 
computing resources. 

Table 3: Compares SOTA mainstream methods at home 
and abroad on different datasets. 

Year Author Method Parameter 
quantity ESC-10 ESC-50 UrbanSound

8K 

2015 Piczak Piczak-
CNN 26M 73.00% 64.50% 73.70% 

2016 Dai et al. M18 8.7M / / 71.68% 

2018 Zhang et al. Improved
VGG8 / 91.70% 83.90% 83.70% 

2019 Su et al. CNN6 6.6M / 85.60% 93.40% 

2020 Mushtaq et al. DCNN 3.0M 94.90% 89.20% 95.30% 

2021 Zhang et al. ACRNN 3.81M 93.70% 86.10% / 

2021 Mushtaq et al. NAA 112M 99.04% 97.57% 99.49% 

2021 S. Luz et al. Handcrafte
d+Deep 1.48M / 86.20% 96.80% 

2023 Inik CNN+PSO 45.9M 98.64% 96.77% 98.45% 

This Paper SFFM 0.44M 96.11% 95.90% 97.30% 
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5 CONCLUSION 

In this paper, we propose a feature optimization 
method called multi-scale channel feature fusion. It 
involves extracting logmel features in both the time 
and frequency domains for sound classification. 
Subsequently, an attention mechanism is employed 
to fuse the original features, time-domain features, 
and frequency-domain features across channels, 
enabling efficient classification of environmental 
sounds. By comparing our method with current 
state-of-the-art approaches in terms of accuracy and 
parameter size, we provide a comprehensive 
evaluation of the advantages and disadvantages of 
our proposed method. 
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