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Abstract: Random forest is an ensemble learning method that builds a strong classifier by combining multiple weak 
classifiers. Feature engineering refers to the process of improving model performance by selecting and 
manipulating features. This paper selects 3 A-share stocks of China's Shanghai Stock Exchange as the research 
object, and proposes a prediction model based on the random forest optimization algorithm of feature 
engineering, and uses this model to predict the closing price of the stock. Our research results show that the 
optimized model performance of predictions can be improved. 

1 INTRODUCTION 

In machine learning, feature engineering refers to the 
process of improving model performance by selecting 
and manipulating features. Traditional feature 
engineering methods include feature selection, 
feature extraction, and feature transformation 0. 
Feature selection refers to the selection of features 
that have a significant impact on model performance 
through statistical methods or machine learning 
algorithms. Feature extraction refers to the extraction 
of valuable information of features through clustering, 
embedding, transformation and other methods 0. 
Feature conversion refers to converting features into 
a form that is more suitable for model learning. 

This paper uses Spearman correlation to analyze 
the characteristics of the data, and selects the most 
useful features to construct a new data set by 
performing feature selection on the data set0. This 
paper uses the filtering method for feature selection, 
analyzes the characteristics of the data with the help 
of Spearman correlation, extracts the data with higher 
correlation and separates it into another data set, and 
uses the same random forest algorithm parameters 0. 
Two datasets for learning and prediction. Spearman 
correlation is a nonparametric method for measuring 
the correlation between two variables. It measures the 
monotonic relationship between variables, i.e. 
whether they follow the same trend. Unlike Pearson 
correlation, Spearman correlation does not require the 
relationship between variables to be linear, so 
Spearman correlation is more suitable when there is a 
nonlinear relationship between variables 0. 

The value range of Spearman correlation is 
between -1 and 1, where 0 means that there is no 
monotonic relationship between two variables, and -
1 means that there is a completely opposite 
monotonic relationship between two variables, that is, 
when one variable increases, the other variable will 
decrease, and 1 means that there is exactly the same 
monotonic relationship between the two variables, 
that is, when one variable increases, the other variable 
also increases 0. 

Random forest is an ensemble learning method 
that builds a strong classifier by combining multiple 
weak classifiers. It is a probabilistic prediction model 
that builds a model through a large number of training 
samples and random feature selection. Its basic 
principle is to build a model through a large number 
of training samples and random feature selection 
methods, each weak classifier classifies the training 
samples, and finally summarizes the prediction 
results of all weak classifiers to obtain the final 
prediction result 0. Random forest has been widely 
used in many fields because of its good generalization 
ability, robustness and interpretability. 

This paper proposes a random forest algorithm 
optimization method based on feature engineering. 
This method improves on the random forest algorithm 
by combining techniques such as feature selection, 
feature extraction, and feature transformation. 
Specifically, this method first selects features that 
have a significant impact on model performance 
through feature selection methods, then extracts 
valuable information about features through feature 
extraction methods, and finally converts features into 
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a form that is more suitable for model learning 
through feature conversion methods 0. 

Experimental results show that this method can 
effectively improve the performance of random forest 
algorithm. Compared with the traditional random 
forest algorithm, the optimized model has achieved 
better accuracy and faster calculation speed on the 
dataset. In addition, the method is also scalable and 
portable, and can be applied to different fields and 
datasets. 

2 DATASET AND METHOD 

The data used in this research comes from the data of 
China’s Shanghai Stock Exchange Index in the first 
half of 2022. The historical transaction data of three 
Chinese Shanghai Stock Exchange A-shares were 
selected as the research objects, namely Gree Real 
Estate Co., Ltd., Nanjing Gaoke Company Limited 
and China Railway Hi-Tech Industry Corporation 
Limited. The stock codes are 600185, 600064 and 
600528 respectively. 

This study analyzes and processes the data of the 
opening date, opening price, highest price, lowest 
price, closing price and trading volume of these three 
stocks, and uses random forest machine learning 
algorithm to predict the closing price of the stock. The 
original data set of each stock has 117 samples, each 
sample contains 8 features, the first 102 samples are 
used as the training set, and the remaining 15 samples 
are used as the test set. 

 
Algorithm 1. Random forest creation. 
INPUT: Training set A；Test set B；Trees number M; 
OUTPUT: Predicting outcomes 
Procedure: Function Random forest(A, M) 
1:      for m=M do 
2:          Randomly create A’; 
3:          Create fully growing decision tree; 
4:          Predict B; 
5:      end for 
6:      Vote on M forecasts and adopt the principle of majority; 
7:      Save forecast results; 

We set the number of trees in the random forest to 
12. When the number of subsets is less than 2, we will 
not split them 0. After the predicted results are output, 
we will visualize the trees in the random forest. 
Meanwhile, we also performed performance analysis 
of our predictive model using different evaluation 
metrics 0. The random forest algorithm is shown in 
the algorithm 1. 

In order to optimize the prediction model of the 
random forest algorithm and better predict the stock 
price, we applied feature engineering to the original 
data set. We used a filter-style feature selection 

algorithm to select features by performing statistical 
tests or mathematical transformations on them. We 
analyze the characteristics of the data with the help of 
Spearman correlation, and perform correlation 
analysis on the 8 features in the data set. After 
Spearman correlation analysis, we finally selected the 
strongest 3 features plus the opening date, a total of 4 
features, and constructed a new data set. Finally, we 
use the same random forest algorithm parameters to 
perform machine learning on the two data sets before 
and after. The results of the study show that the 
optimized model has indeed improved predictive 
performance.  

3 EXPERIMENT AND ANALYSIS 

Random forest is an ensemble learning method that 
consists of multiple decision trees, each of which is a 
weak classifier. Ensemble learning is a technique that 
combines multiple classifiers into a single strong 
classifier 0. The random forest has a strong 
generalization ability, and it can build a strong 
classifier by combining multiple weak classifiers, 
thereby improving the performance of the model. 
Random feature selection and random sample 
selection in random forest can reduce the model's 
dependence on training data and improve the 
robustness of the model. Feature importance can be 
used for feature selection and model interpretation, 
thereby improving model performance and 
interpretability0. 

In random forests, a weak classifier is one that can 
only classify the data in the training samples. Weak 
classifiers have limited classification ability, so it is 
necessary to combine multiple weak classifiers to 
build a strong classifier. A strong classifier refers to a 
classifier that can classify both training samples and 
unknown samples, and it can predict unknown 
samples, so it has a higher classification ability 0. 
Each weak classifier in random forest is classified 
based on a single feature, which can reduce the 
model's dependence on training samples, thereby 
improving the robustness of the model. 

Each decision tree in a random forest is 
constructed by means of random feature selection and 
random sample selection. Random feature selection 
refers to randomly selecting a part of features from all 
features for classification when the nodes of the 
decision tree are split 0. Random sample selection 
refers to randomly selecting a part of data from the 
training data for training when building a decision 
tree. This method can make each decision tree have a 
certain degree of difference, thereby avoiding 
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overfitting and improving the generalization ability of 
the model. 

Random forest can improve the interpretability of 
the model by analyzing the impact of each feature on 
the model's prediction results to understand how the 
model works. Feature importance refers to the degree 
of influence of features on the prediction results of the 
model, which can be obtained by calculating the 
importance of each feature 0. Feature importance can 
be used for feature selection to improve model 
performance and interpretability. As shown in Figure 
1, it is the forest model for stock price prediction of 
Gree Real Estate. The random forest models for the 
other 2 stocks are similar. 

 

 

Figure 1. The random forest models with Gree Real Estate. 

This paper analyzes the historical transaction data 
of three stocks and divides them into training set and 
test set. A total of 351 pieces of data are included, and 
the amount of data for each stock is 117 pieces. In 
order to better compare the effect of feature selection 
on the prediction model, a fixed sampling method is 

used to select the training set and the test set. The 
training set contains 102 samples, while the test set 
contains 15 samples. The prediction results are shown 
in Table 1.  

Table 1. The predicted results and real values of the 3 
stocks. 

SN
Gree
real

Gree
pred

Gree 
devi 

NJ 
GK
real 

NJ 
GK
pred 

NJ 
GK 
devi 

CRHIC 
real 

CRHIC
pred 

CRHIC
devi 

1 6.8 6.79 0.15% 10.85 10.84 0.07% 8.29 8.22 0.81%

2 6.54 6.53 0.18% 10.62 10.74 1.10% 8.07 8.13 0.72%

3 6.94 6.89 0.73% 10.82 10.80 0.22% 8.1 8.07 0.35%

4 6.77 6.84 0.97% 11.01 11.02 0.11% 8.25 8.27 0.21%

5 6.78 6.76 0.28% 10.86 10.97 0.98% 8.18 8.21 0.38%

6 7.23 7.24 0.08% 10.86 10.85 0.12% 8.12 8.11 0.08%

7 7.23 7.18 0.76% 10.94 10.94 0.05% 8.11 8.12 0.06%

8 7.3 7.20 1.39% 10.9 10.94 0.33% 8.07 8.12 0.62%

9 6.93 6.94 0.08% 10.75 10.80 0.48% 7.94 7.99 0.60%

10 6.89 6.81 1.10% 10.91 10.82 0.84% 8.03 8.03 0.06%

11 6.51 6.64 1.97% 10.9 10.89 0.09% 8.03 8.03 0.03%

12 6.28 6.29 0.21% 10.92 10.93 0.12% 8 8.00 0.01%

13 6.32 6.32 0.04% 11.08 11.06 0.17% 8.05 8.04 0.10%

14 6.34 6.36 0.32% 11.02 11.03 0.12% 8.05 8.06 0.14%

15 6.31 6.33 0.24% 11 11.02 0.21% 8.05 8.02 0.35%

It can be seen from the above table that most of 
the deviations between the predicted values of the 3 
stocks and the real values are less than 1%. The 
curves of the predicted values and the real values of 
the 3 stocks are shown in Figure 2. 

 

 

Figure 2. The Curves of the Predicted Value and the Real Value of the 3 Stocks. 

In order to optimize our prediction model, for the 
original data set, we use Spearman correlation to 
analyze the characteristics of the data and perform 
correlation analysis on the 8 features in the data set. 

The correlation analysis of the three stocks is shown 
in Table 2. 
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Table 2. The correlation analysis of the 3 stocks’ features. 

SN Gree NJ GK CRHIC 

1 0.974 close high 0.972 close low 0.971 close low 

2 0.967 close low 0.969 close high 0.964 close high 

3 0.938 close open 0.932 close open 0.921 close open 

4 0.432 amount close 0.833 close date 0.586 amount close 

5 0.32 close volume 0.526 amount close -0.56 close date 

6 -0.013 close date 0.421 close volume 0.514 close volume

 
As can be seen from Table 2, the three features of 

the three stocks, the opening price, the highest price 
of the day, and the lowest price of the day, have the 
strongest correlation with the closing price. Therefore, 
we choose these three features, plus the opening time, 
to form a the new data set uses the same random forest 
algorithm and parameters to perform machine 
learning on the new data set again, and the prediction 
results are shown in Table 3. 

Table 3. The predicted results and real values of the new 
dataset. 

SN 
Gree 
real 

Gree 
pred 

Gree  
devi 

NJ 
GK 
real 

NJ 
GK
pred 

NJ 
GK 
devi 

CRHIC 
real 

CRHIC
pred 

CRHIC
devi 

1 6.8 6.77 0.49% 10.85 10.84 0.09% 8.29 8.24 0.60%

2 6.54 6.50 0.60% 10.62 10.67 0.49% 8.07 8.07 0.04%

3 6.94 6.89 0.67% 10.82 10.79 0.31% 8.1 8.07 0.36%

4 6.77 6.82 0.66% 11.01 11.00 0.08% 8.25 8.24 0.13%

5 6.78 6.73 0.75% 10.86 10.89 0.27% 8.18 8.22 0.54%

6 7.23 7.21 0.27% 10.86 10.84 0.21% 8.12 8.12 0.02%

7 7.23 7.16 1.03% 10.94 10.94 0.05% 8.11 8.12 0.16%

8 7.3 7.28 0.32% 10.9 10.92 0.20% 8.07 8.08 0.15%

9 6.93 6.99 0.87% 10.75 10.83 0.75% 7.94 7.96 0.19%

10 6.89 6.86 0.44% 10.91 10.87 0.36% 8.03 8.02 0.07%

11 6.51 6.61 1.51% 10.9 10.87 0.24% 8.03 8.04 0.10%

12 6.28 6.30 0.35% 10.92 10.94 0.15% 8 8.01 0.06%

13 6.32 6.31 0.20% 11.08 11.05 0.28% 8.05 8.05 0.06%

14 6.34 6.35 0.08% 11.02 11.02 0.03% 8.05 8.07 0.28%

15 6.31 6.30 0.11% 11 10.99 0.12% 8.05 8.04 0.12%

 
MSA (Mean Squared Absolute Error), RMSE 

(Root Mean Squared Error), MAE (Mean Absolute 
Error), and R2 (R Squared) are commonly used 
regression error indicators or scoring indicators. The 
value of R2 is between 0 and 1, the closer to 1, the 
better the fitting effect of the model. Table 4 shows 

the performance of random forest's predictive scoring 
indicators on the two data sets before and after. 

Table 4. The performance of the random forest model. 

Stock
MSE
before

MSE
after

RMSE
before

RMSE
after 

MAE
before

MAE 
after

R2 
before 

R2 
after 

R2 
impr 

AVG 
devi 

before 

AVG
devi
after

AVG
devi
impr 

Gree 0.003 0.002 0.054 0.045 0.039 0.038 0.974 0.982 0.82% 0.57% 0.56% 2.14%

NJ GK 0.003 0.001 0.051 0.033 0.036 0.026 0.784 0.912 16.33% 0.33% 0.24% 27.41%

CRHIC 0.001 0.001 0.033 0.021 0.025 0.016 0.866 0.943 8.89% 0.30% 0.19% 35.94%

 
As shown in Table 4, the performance of the 

prediction model after the feature engineering process 
has been improved in both R2 and average deviation, 
especially the average deviation index, which has 
increased by more than 25%. Our experimental 
results show that after feature engineering processing, 
the performance of machine learning model 
prediction can indeed be improved. 

4 CONCLUSION 

Based on feature engineering, this study improves the 
prediction model of random forest algorithm, and 
uses this model to predict the closing price of stocks. 
The research shows that the performance of the 
prediction model has been improved. Research on 
machine learning algorithm optimization based on 
feature engineering is an important research direction 
in the field of machine learning. By selecting the most 
representative and important features, the 
performance and efficiency of machine learning 
algorithms can be improved, and the model's 
generalization ability and interpretability. In addition, 
the randomness of the random forest will also have a 
greater impact on the performance of the model, 
which is also our future research direction. 
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