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Abstract: The lack of transparency in machine learning black-box models continues to be an impediment to their 
adoption in critical domains such as medicine, in which human lives are involved. Historical medical datasets 
often contain categorical attributes that are used to represent the categories or progression levels of a 
parameter or disease. The literature has shown that the manner in which these categorical attributes are 
handled in the preprocessing phase can affect accuracy, but little attention has been paid to interpretability. 
The objective of this study was to empirically evaluate a simple multilayer perceptron network when trained 
to diagnose breast cancer with ordinal and one-hot categorical encoding, and interpreted using a decision tree 
global surrogate and the Shapley Additive exPlanations (SHAP). The results obtained on the basis of 
Spearman fidelity show the poor performance of MLP with both encodings, but a slight preference for one-
hot. Further evaluations are required with more datasets and categorical encodings to analyse their impact on 
model interpretability.

1 INTRODUCTION 

The use of machine learning (ML) models in 
medicine has been a popular option for some time 
(Kadi et al. 2017; Hosni et al. 2019; Idri and El Idrissi 
2020; Zerouaoui et al. 2020). ML predictions serve as 
a second opinion that can reduce human errors 
(London 2019). Nonetheless, some ML models still 
struggle to demonstrate their worth owing to their 
obscurity (Hakkoum et al. 2022). These ML models 
are also known as black-box or opaque models 
(e.g. Artificial Neural Networks (ANNs)). While they 
outperform transparent models (e.g., decision trees 
(DTs)) in terms of performance, their lack of 
interpretability is holding them back in critical fields, 
such as healthcare (Hakkoum et al. 2021b). 

Interpretability is the extent to which a human can 
predict a model's outcome or understand the 
reasoning behind its decisions (Kim et al. 2016; 
Miller 2019). The term is frequently used 
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interchangeably with explainability, which is more 
specific to a model by explaining its internals, 
whereas providing mappings between the input and 
output of a model without knowing its internals is 
sufficient to achieve interpretability. Two criteria 
distinguish interpretability techniques: 1) whether 
they explain the black-box model behaviour globally 
or locally (single instance), and 2) whether they are 
agnostic or specific to one type of black-box model. 

A systematic literature review (SLR)  (Hakkoum 
et al. 2021a) of 179 articles investigating 
interpretability in medicine revealed that 95 (53%) 
and 72 (40%) articles focused solely on global or 
local interpretability, respectively, and 10 articles 
(6%) proposed and/or evaluated both global and local 
interpretability techniques. Additionally, most of the 
data types that the selected studies worked on were 
numerical (46%, 111 papers) and categorical (24%, 
59 papers). The categorical features used are often 
encoded using ordinal or label categorical encoding 
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(CE) which maps the numerical values to an integer 
to represent every category. Label CE can disregard 
any order a feature might have like the degree of 
malignancy in a cancer prognosis dataset. This can 
have a negative impact on the relevance of the feature, 
and therefore, on the performance of the model. 
Therefore, ordinal CE is often used. 

There is no doubt that data pre-processing (DP) 
methods (Benhar et al. 2020), such as CE, have a 
significant impact on model accuracy. According to 
(Crone et al. 2006), the influence of DP is widely 
overlooked, as shown in their SLR on studies 
investigating data mining applications for direct 
management. This SLR particularly showed that only 
one publication discussed the treatment and use of 
CE, despite the fact that categorical variables were 
used and documented in 71% of all studies and are 
commonly encountered in the application and ML 
domains in general. The aforementioned authors 
investigated the impact of different DP techniques 
that included CE with four encoding schemes: one-
hot, ordinal, dummy, and thermometer encoding. 
Tests performed on DT and a multilayer perceptron 
(MLP) proved that CE can have a significant 
influence on model performance. 

Motivated by these findings showing the impact 
of DP methods on accuracy and the lack of studies on 
this effect on interpretability (Hakkoum et al. 2021a), 
we investigated how interpretability techniques are 
affected. Therefore, this study compares two well-
known interpretability techniques, global surrogates 
using DT and Shapley Additive exPlanations (SHAP) 
(Lundberg and Lee 2017), when used with an MLP 
trained for breast cancer (BC) prognosis (Dua and 
Graff 2017). Following the application of two 
different CE, namely ordinal and hot, the MLP was 
optimised using the particle swarm optimisation 
algorithm (PSO) to ensure maximum accuracy. The 
performance of the MLP with different CEs was first 
compared using the Wilcoxon statistical test and 
Borda count voting systems, after which the same 
comparison was performed at the global and local 
interpretability levels.  

The key contributions of this study are the 
identification of the impact of CEs on accuracy and 
interpretability as well as the quantitative evaluation 
of SHAP. In this respect, the research questions 
(RQs) listed below will be addressed: 
RQ1: What is the overall performance of MLP? 
Which CE is the best? 
RQ2: What is the overall global interpretability of 
MLP? Which CE is the best? 
RQ3: What is the overall local interpretability of 
MLP? Which CE is the best? 

The remainder of this paper is organised as 
follows: Section 2 provides an overview of the chosen 
black-box (MLP) as well as the interpretability 
techniques (global surrogate and SHAP) used in this 
study. Section 3 describes the BC dataset as well as 
the performance metrics and statistical tests used to 
identify the best-performing CEs. The experimental 
design used in the empirical evaluation is detailed in 
Section 4. Section 5 presents and discusses the 
findings. Section 6 discusses the threats to the validity 
of the study, and Section 7 reports the findings and 
future directions. 

2 METHODS 

This section defines the models and methods 
employed in this empirical evaluation, namely: CEs, 
MLP, PSO, and the global and local interpretability 
techniques. 

2.1 Categorical Encodings (CEs) 

Data transformation tasks are additional DP 
procedures that help ML models to perform better. In 
this step, the data were transformed into appropriate 
forms for the mining process, resulting in more 
efficient results or more understandable patterns 
(Esfandiari et al. 2014). CE is a common data-
transformation method. This is the process of 
converting categorical data into an integer format, 
thus enabling it to be used by various ML models, 
which are primarily mathematical operations that rely 
entirely on numbers.  

Ordinal CE is the most basic strategy for 
categorical features in which observed levels from the 
training set are mapped onto integers 1 to N (number 
of categories) with respect to their original order. In 
contrast, the indicator CE regroups one-hot and 
dummy CEs. One-hot encoding refers to transforming 
the categorical feature into N binary indicator 
columns, in which the active category is represented 
by 1. Meanwhile, dummy encoding results in only N-
1 indicator columns, and a reference feature level is 
chosen, which is encoded with 0 in all indicator 
columns. 

2.2 Neural Networks 

Black-box models are widely used in many domains 
owing to their excellent performance. Their ability to 
map nonlinear relationships and discover patterns in 
databases that slip from white-box models has put 
them in the spotlight.  
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Neural networks are one of the most famous 
black-box models. They take the topology of human 
brain and can be used for classification tasks. Their 
basic architecture is called MLP which is composed 
of three layers of neurones. The first layer 
corresponds to the input, that is, the data points. The 
third and last layer is the final prediction which is 
usually composed of one or two neurones for binary 
classification. Each layer is connected to the others by 
means of weights which are updated using a 
backpropagation technique. When training an MLP, 
it is important to select the hyperparameters which 
determine its performance. These hyperparameters 
include the number of hidden neurones and batch size 
(number of data points to work through before 
updating the internal model parameters), number of 
epochs (number of times that the MLP will work 
through the entire training dataset), and learning rate 
which controls how quickly the model is adapted to 
the problem.  

2.3 Model Optimization 

PSO is a good technique for hyperparameter 
optimisation to achieve the best performance, because 
it can be a hurdle to choose them manually for such 
powerful black-box models. It is inspired by birds 
whose discoveries can be shared with the flock that is 
attempting to find the optimal solution, which is often 
close to the global optimal (Brownlee 2021).  

2.4 Global and Local Interpretability 

There are two types of interpretability techniques: 
global which examines general behaviour, and local 
which focuses on a particular data point. This 
evaluation study analyses the impact of CEs when 
using two different interpretability techniques: global 
surrogate using DT, and SHAP which can be used 
globally employing features importance or locally, as 
occurs in this study, by employing local surrogates.  

Global surrogates are the simplest way to interpret 
black-boxes. This is done by training an interpretable 
model, such as DT, with black-box predictions rather 
than the true labels of data points to gain insight into 
the workings of the black-box workings. Nonetheless, 
this global surrogate model draws conclusions based 
on a black-box rather than actual data. 

SHAP is based on the Shapley values game theory 
technique (Shapley 1953), a method from coalitional 
game theory which fairly distribute the “payout”, 
which in this case is the prediction among the players 
which are the features. SHAP was inspired by local 
surrogates and explains predictions by assuming that 

each feature value of the instance is a player in a 
game, and attempts to compute the contribution of 
each feature to the prediction. One innovation that 
SHAP brings to the table is that the Shapley value 
explanation is represented as an additive feature 
attribution method, that is, a linear model. This view 
connects local surrogate implementation and Shapley 
values. 

3 DATASET AND METRICS 

This section presents the categorical BC dataset used 
in this study, as well as the metrics used to evaluate 
performance and interpretability, along with the 
cross-validation used. Finally, the Borda count voting 
system and statistical test used to define the best-
performing configuration are presented. 

3.1 Dataset Description 

Table 1 presents the BC categorical dataset features 
available online in the UCI repository (Dua and Graff 
2017). It has 9 attributes and a very low number of 
instances (286) with 201 instances for no recurrence 
of BC and 85 for its recurrence. This class imbalance 
was addressed using the synthetic minority over-
sampling technique (SMOTE), as explained in 
Section 4. 

Table 1: BC features description. 

Attribute Possible values 
Age [’20-29’, ’30-39’, ’40-49’, ’50-59’, 

’60-69’, ’70-79’] 
Menopause [’ge40’, ’lt40’, ’premeno’]
Tumor size [’0-4’, ’10-14’, ’15-19’, ’20-24’, ’25-

29’, ’30-34’, ’35-39’, ’40-44’, ’45-49’, 
’5-9’, ’50-54’] 

Inv nodes [’0-2’, ’12-14’, ’15-17’, ’24-26’, ’3-5’, 
’6-8’, ’9-11’] 

Node Caps [’no’, ’yes’] 
Deg of 
Malig.

[1, 2, 3] 

Breast [’left’, ’right’] 
Breast Quad [’central’, ’left low’, ’left up’, ’right 

low’, ’right up’] 
Irradiat [’no’, ’yes’] 
Class [‘no-recurrence-events’ (201), 

‘recurrence-events’ (85)] 

3.2 Evaluation Metrics 

This subsection presents the metrics and tests used to 
assess the performance and interpretability. 

Does Categorical Encoding Affect the Interpretability of a Multilayer Perceptron for Breast Cancer Classification?

353



3.2.1 Model Performance Metrics 

The known accuracy, F1-score, Area Under Curve 
(AUC), and Spearman correlation metrics were used 
to evaluate and compare the constructed black-box 
models. These are defined as follows: 

 Accuracy: the ratio of correctly predicted 
observations to total observations. Along 
with the error of the model, they sum up to 
1. 

 Precision: the ratio of true positive 
observations to the total predicted positive 
observations. 

 Recall (Sensitivity/True Positive Rate): the 
ratio of true positive observations to all 
observations in actual class 1). 

 F1-Score: the weighted average of Precision 
and Recall.  

 AUC: reflects how good the ROC is, a chart 
that visualises the trade-off between TP rate 
and FP rate; the more top-left the curve, the 
higher the area and hence the higher the 
AUC score (Czakon 2021). 

 Spearman: the differences between ranks of 
the true and predicted values are calculated 
to measure the disordering of the 
predictions with respect to the truth, as 
shown in Equation 2.2. It takes a real value 
in the range 1 ≤ ρ ≤ 1 with 1 indicates that 
the function between prediction and truth is 
monotonically increasing while -1 indicates 

a monotonically decreasing function 
(Stojiljković 2021). It is given in Equation 
(1), where n is the total number of points in 
each set and 𝑟 ൌ ሺ𝑋

 െ 𝑌
ሻ. Xir and Yir 

are the ranks of the ith value of X and Y that 
represents the sets to compare. 

     𝜌 ൌ 1 െ
ଶൈ∑ 

ୀଵ
ሺ²షభሻ

య

          (1) 

3.2.2 Model Interpretability Metrics 

To assess how well the global/local surrogate 
techniques reflected the behaviour of the black-box 
models, the fidelity of each surrogate technique was 
computed using Spearman. Unlike the Spearman 
metric calculated in the previous Subsection 3.2.1 
“Model performance metrics”, fidelity using 
Spearman (Equation 1) compares the predicted labels 
by the surrogate against the predicted labels by the 
black-box model. Consequently, fidelity does not 
represent the surrogate’s performance on real data but 
rather on the black-box’s predictions. 

For global surrogates with DTs, the 
comprehensibility of the DTs was assessed based on 
the depth of the tree and number of leaves. For local 
surrogates, the Mean Squared Error (MSE) was used 
to measure the average of the error squares or the 
average squared difference between the probability of 
the predicted class by the local surrogate and that of 
the MLP model. 

 

 

Figure 1: Experimental design. 
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3.2.3 Validation and Statistical Testing 

For validation, comparison, and testing purposes, the 
present empirical evaluation uses different methods 
to assess the conducted experiments. 

K-folds Cross Validation was used to ensures that 
the model is low on bias and to have an idea about 
how it will behave/generalise over new/unseen data. 
It allows better use of data and provides a robust 
estimate of how well the model will perform on 
unseen data. As a general rule and empirical 
evidence, K = 5 or 10 is generally preferred.  

Borda Count is a voting method that was used to 
select the best performing CE by ranking them 
according to different performance and 
interpretability metrics (Borda 1784). 

Wilcoxon test was used to determine whether the 
two CEs were statistically different. This produces a 
p-value that can be used to interpret the test results. 
This can be defined as the likelihood of observing the 
performance of the two CEs under the underlying 
assumption that they were drawn from the same 
population with the same distribution. The threshold 
used in this study was set to 5%. Consequently, if the 
p-value was less than 5%, the assumption of ordinal 
and one-hot CEs values from the same distribution 
was rejected. 

4 EXPERIMENTAL DESIGN 

The experimental design of this evaluation is 
presented in this section, as shown in Figure 1: 1) 
Model construction and evaluation, and 2) Accuracy 
and CEs, in which we study the impact of the latter 
on black-box performance. 3) Interpretability and 
CEs, where we study the impact of the latter on global 
and local interpretability techniques using the fidelity 
metric.  

4.1 Step 1: Model Construction and 
Evaluation 

The dataset was first cleaned by removing missing 
values. CEs were applied to obtain two new encoded 
datasets. The encoders were trained on the training-
validation set which represented 80% of the data, and 
then applied to the test set (20%). The training-
validation set was balanced using the SMOTE 
algorithm (Chawla et al. 2002) on which 
hyperparameters were optimized using PSO 
according to accuracy. The performance metrics of 
the MLP models were computed using the test set. 

4.2 Step 2: Accuracy and CE 

After hyperparameter optimisation and model 
construction, Wilcoxon and Borda count were used to 
compare the two MLP models according to their 
performance. 

4.3 Step 3: Interpretability and CE 

Similarly, this step studies the impact of the two CEs 
on interpretability instead of performance. Wilcoxon 
and Borda count were used to compare both models 
according to their global interpretability as well as 
local interpretability. 

5 RESULTS AND DISCUSSION 

This section presents and discusses the findings of the 
empirical evaluation conducted in this study to 
answer the RQs listed in Section 1. The experiments 
were performed on a Lenovo Legion laptop with a 
hexa-core Intel Core i7-9750H processor and 16GB 
of RAM. Python libraries were used for all 
experiments. 

5.1 Best CE for MLP Performance 

After cleaning the dataset, it was split into training, 
validation, and testing, and CEs were performed. The 
split resulted in 159 cases with no recurrence of BC 
and 63 cases with recurrence of BC. As the 
distribution of the classes for the training-validation 
set is imbalanced, the SMOTE algorithm was used to 
avoid biased accuracy results. The SMOTE 
application resulted in 159 data points for every class 
in the training-validation set. 

The MLP hyperparameters were optimised using 
PSO. Table 2 shows the optimal hyperparameters 
chosen by the PSO on the basis of accuracy with a 10-
fold cross validation using only the training-
validation set. Table 3 presents the MLP performance 
results based on the optimised hyperparameters using 
the test set. 

As shown in Table 2, both MLP models required 
the same number of hidden neurones (373) and a 
slightly different batch size (79 and 91 for ordinal and 
one-hot, respectively). Nevertheless, the MLP trained 
with the ordinal dataset required a higher learning rate 
and more than triple the number of epochs needed by 
the one-hot dataset. Therefore, the use of the one-hot 
dataset can reduce the computation time for the MLP.  

Table 3 lists the results of model performance. 
Based on accuracy and AUC, MLP trained with the 
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one-hot dataset performed slightly better. Meanwhile, 
the F1-score and Spearman correlation moderately 
favoured the ordinally encoded dataset. Wilcoxon 
based on the Spearman correlation reveals that the 
differences between ordinal and one-hot are not 
significant, while the Borda count considers the two 
configurations even.  

Nevertheless, it is important to mention the very 
low performance of MLP on both CE. Although the 
small size of the dataset might be a reason, it might 
also be the fact that MLP does not perform well on 
categorical datasets. To this extent, little research has 
been conducted to check the performance of ANNs, 
particularly MLPs, on categorical BC prognosis 
datasets. Fitkov-Norris et al. (Fitkov-Norris et al. 
2012) evaluated the impact of different CEs, 
including ordinal and one-hot, on the performance of 
ANNs. They trained an MLP with a single hidden 
layer and another with two hidden layers. Results 
showed that for categorical datasets, ANNs as well as 
standard statistical models such as logistic regression 
give similar performances, if not worse. 

Table 2: PSO optimized hyperparameters. 

CE Number 
of 
neurones 
[10;500] 

Learning 
rate 
[0.001;0.8] 

Batch 
size 
[10;100] 

Epochs 
[10;500] 

Ordinal 373 0.023 79 410 

One-
hot 

373 0.012 91 182 

 

Table 3: MLP performance results for different CEs. 

CE Accuracy F1-
score 

AUC Spearman 

Ordinal 0.6 0.476 0.398 0.167 
One-hot 0.618 0.399 0.404 0.120 

5.2 Best CE for MLP Global 
Interpretability 

In this step, we compare and rank the CEs according 
to the global surrogate performance using Spearman 
fidelity, depth of the tree, and the number of its leaves 
which are presented in Table 4 along with Borda 
count decisions. The first glance shows a higher 
performance of one-hot CE for the Spearman fidelity 
(0.285 and 0.524 for ordinal and one-hot, 
respectively), as well as the DT depth (15 and 12 for 
ordinal and one-hot, respectively), while the number 
of leaves was lower for the MLP trained with the 
ordinal encoded dataset (67 and 77 for ordinal and 
one-hot, respectively). 

The Wilcoxon test yielded a p-value equal to 
100% which indicates that the CEs were not 
significantly different according to their fidelities. 
Meanwhile, Borda count considered one-hot to be 
better since it outperformed in terms of fidelity and 
tree depth. 

Table 4: Global surrogate performance results for different 
CEs. 

CE Spearman 
fidelity 

Depth Leaves Borda 
count 

winner 
Ordinal 0.285 15 67 One-

hot One-
hot 

0.524 12 77 

5.3 Best CE for MLP Local 
Interpretability 

In this phase, we determined the best CE using the 
SHAP local interpretability technique to answer RQ3. 
Table 5 reports the Spearman fidelity and MSE of 
SHAP.  

Both models did not perform well since the 
Spearman are negative which assumes a slight 
inclination towards negative correlation although 
one-hot Spearman fidelity was very close to 0. 
Meanwhile, ordinal was slightly preferred according 
to MSE (0.041 and 0.090 for ordinal and one-hot 
respectively). Wilcoxon reported a very high p-value 
equal to 100%, implying that the SHAP fidelities to 
MLP as well as the MSE for both CE were not 
significantly different.  

Table 5: SHAP performance results for different CEs. 

Encoding Spearman 
fidelity 

MSE 

Ordinal -0.330 0.041 

One-hot -0.146 0.090 

6 LIMITATIONS 

To ensure the validity of the current study, it is 
necessary to highlight its possible limitations. We 
think the main threats to validity are: 1) the extremely 
small size of the dataset (286 instances), along with 
2) the very poor performance of the MLPs as regards 
categorical data. However, we believe that MLPs 
generally lose their capabilities when dealing with 
categorical features and are therefore a bad fit for 
categorical data (Fitkov-Norris et al. 2012).  
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Overall, using more CEs, as well as more datasets 
and models, can enrich comparisons and conclusions. 
However, we believe that the small evaluation 
presented in this study shows the importance of 
addressing two problems of black-box models: 
interpretability and categorical encoding.  

7 CONCLUSION AND FUTURE 
WORK 

Two interpretability techniques (global surrogate and 
SHAP) were empirically evaluated in this study. The 
primary goal was to identify the influence of ordinal 
and one-hot CE on interpretability techniques using 
MLP trained for BC prognosis and compare it to the 
influence on accuracy. 

The main highlight of this evaluation is the 
difficulty in applying ANNs to categorical data with 
respect to choosing the optimal CE. Nevertheless, 
performance and interpretability on both encodings 
were very poor, with a slight preference for one-hot 
CE which was seen in global interpretability.   

Ongoing work is comparing the effect of more 
CEs on the accuracy and interpretability of ML black-
box models trained on multiple datasets. 
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