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Abstract: This paper proposes the use of transfer learning and ensemble learning for binary classification of breast 
cancer histological images over the four magnification factors of the BreakHis dataset: 40×, 100×, 200× and 
400×. The proposed bagging ensembles are implemented using a set of hybrid architectures that combine pre-
trained deep learning techniques for feature extraction with machine learning classifiers as base learners (MLP, 
SVM and KNN). The study evaluated and compared: (1) bagging ensembles with their base learners, (2) 
bagging ensembles with a different number of base learners (3, 5, 7 and 9), (3) single classifiers with the best 
bagging ensembles, and (4) best bagging ensembles of each feature extractor and magnification factor. The 
best cluster of the outperforming models was chosen using the Scott Knott (SK) statistical test, and the top 
models were ranked using the Borda Count voting system. The best bagging ensemble achieved a mean 
accuracy value of 93.98%, and was constructed using 3 base learners, 200× as a magnification factor, MLP 
as a classifier, and DenseNet201 as a feature extractor. The results demonstrated that bagging hybrid deep 
learning is an effective and a promising approach for the automatic classification of histopathological breast 
cancer images.

1 INTRODUCTION 

Breast cancer (BC) became the most commonly 
diagnosed cancer type in the world in 2021, impacting 
more than 2.1 million women and causing more than 
one million deaths per year (Sung et al. 2021). The 
early detecting and accurate diagnosis of BC can 
improve the survival rate of BC patients (Clegg et al. 
2009). Histopathology biopsy imaging is currently 
the gold standard for identifying BC in clinical 
practice since it provides a comprehensive view of 
how the malignancy affects the tissues (Kumar et al. 
2017). However, it is difficult to categorize some 
intricate visual patterns as benign or malignant in the 
histopathology slides (Gupta and Bhavsar 2017). 
Machine learning (ML) models can assist 
pathologists for automatic cancer disease detection by 
improving the accuracy and speeding up the diagnosis 
process (din et al. 2022). The identification of the 
tumor type is a necessary step before a patient can be 
given a better treatment plan that increases their 
chance of survival, that is why ML models have to 
initially distinguish benign from malignant tumors 
(Kumar et al. 2017). Several ML classifiers have been 

applied in cancer research for the development of 
predictive models (Saxena and Gyanchandani 2020), 
but none of them has been proved to always 
outperform the others (Zerouaoui and Idri 2021; 
Nemade et al. 2022). 

To avoid making a poor predictive decision based 
on a single selected model (Shen et al. 2020), ensemble 
learning aims to improve the performance of one 
algorithm by using an intelligent combination of 
several individual models (also called base learners) 
and reducing both variance and bias (Tuv 2006). In 
fact, previous research has shown that an ensemble is 
often more accurate than any of the base learners 
(Hastie et al. 2009). However, it must be considered 
that in some cases the best individual classification 
model within the ensemble might beat the performance 
of its ensemble (Polikar 2012). Bagging is an ensemble 
learning method based on the aggregation of the 
decision of different predictors that were parallelly 
trained on different random subsets of the dataset using 
the same ML algorithm (Breiman 1996). 

To address the BC binary classification of 
histopathological images, researchers have used 
different ensemble techniques that outperform single 
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classifiers (Abdar and Makarenkov 2019; Abdar et al. 
2020; Hameed et al. 2020; Nakach et al. 2022a; 
Alaoui et al. 2022; Abbasniya et al. 2022). For 
bagging ensembles, the majority of papers are 
classifying the tumors using tabular data: 
(Nascimento et al. 2011; Wang et al. 2018; Naveen et 
al. 2019; Sharma and Deshpande 2021), BC 
mammography images (Ponnaganti and Anitha 2022) 
(Lbachir et al. 2021) and gene expression (Otoom et 
al. 2015; Wu and Hicks 2021) or they are using the 
bagging ensemble to compare it with the performance 
of another proposed method (Yadavendra and Chand 
2020). For histopathological images, this paper 
(Zhang et al. 2013) used traditional ML classifiers 
with bagging as Support Vector Machine (SVM), 
Multilayer Perceptron (MLP), and Decision Trees 
(DT) without CNNs and without varying the number 
of base learners. On the other hand, the papers that 
used a hybrid architecture only used DT as a base 
learner (Guo et al. 2018) (Nakach et al. 2022b). 

In order to confirm or refute the usefulness of 
bagging ensembles in diagnosing BC in comparison 
with single ML classifiers, the present study develops 
and evaluates a set of bagging hybrid architecture 
ensembles for binary classification of BC 
histopathological images over the BreakHis dataset at 
different magnification factors (MFs): 40×, 100×, 
200×, and 400×. The forty-eight bagging ensembles 
are designed using: (1) three of the most recent DL 
techniques for feature extraction using transfer 
learning: DenseNet201, MobileNetV2, and 
InceptionV3, (2) three of the most popular ML 
classifiers as base learners: MLP, K-Nearest 
Neighbours (KNN), and SVM, and (3) different 
number of base learners (3, 5, 7 and 9 estimators). 

The main objective is to look into the effect of the 
type and number of base learners on the predictive 
capability of the bagging ensembles, and to examine 
the impact of various feature extraction DL models 
on the performance of the bagging ensembles. For 
that purpose, four research questions (RQs) are 
explored in this study: 
• (RQ1). Do Bagging Ensembles Outperform their 
base Learners?  
• (RQ2). How the Number of base Learners 
Impacts the Performance of Bagging Ensembles? 
• (RQ3). Do Bagging Ensembles Outperform 
Their Single Classifiers?  
• (RQ4). Is There any Bagging Ensemble that 
Outperforms the Others for Each MF and Over all 
the MFs? 
The rest of the paper is as follows. A summary of 
related work is given in Section 2. Section 3 presents 
data preparation and the empirical methodology 

followed throughout the research. Section 4 reports 
the empirical findings and discussions. Section 5 
highlights the conclusion and future direction of this 
study. 

2 RELATED WORK 

This section presents an overview of primary studies 
investigating ensemble learning for BC 
histopathological image classification. Kassani et al. 
(Kassani et al. 2019) created a bagging ensemble with 
pre-trained CNNs: MobileNetV2, VGG19 and 
DenseNet201 for automatic binary classification of 
breast histopathological images, the results proved 
that the best single classifier is DenseNet201 and that 
the proposed multi-model ensemble method obtains 
better predictions than single classifiers of VGG19, 
MobileNetV2, and DenseNet201. Additionally, the 
proposed ensemble outperforms ML algorithms (DT, 
Random Forest, XGBoost, AdaBoost and Bagging 
Classifier) with an accuracy of 98.13%, for BreakHis 
dataset (MF independent). For ML algorithms and the 
BreakHis dataset, the topmost result was obtained by: 
the bagging ensemble with 94.97% accuracy, 
XGBoost with an accuracy of 94.11%, followed by 
Random Forest with an accuracy of 92.10%, and 
AdaBoost with an accuracy of 91.82%.  

In another study (Zhu et al. 2019), the bagging 
ensembles were constructed using hybrid CNN 
models to classify the BreakHis dataset with its 4 MFs 
and the BACH dataset. The results showed that 
combining multiple compact CNNs led to an 
improvement in classification performance, with an 
accuracy of 85.7%, 84.2%, 84.9% and 80.1% for MF 
40×, 100×, 200× and 400× respectively. 

Additionally, Wang et al. (Wang et al. 2020) 
designed a bagging DT ensemble and a subspace 
discriminant classifiers ensemble to classify the 
images of the BreakHis dataset, the DT bagging 
ensemble achieved the highest accuracy rate of 89.7% 
compared to the single classifiers. For multi-
classification, the subspace discriminant classifier 
ensemble gave the accuracy of 88.1%. Moreover, in 
(Alaoui et al. 2022), deep stacked ensembles were 
developed using seven pre-trained deep learning (DL) 
models: VGG16, VGG19, ResNet 50, InceptionV3, 
Inception ResNet V2, Xception, and MobileNet V2, 
then a logistic regression was used as a meta-learner 
that learns how to best combine the predictions of the 
DL models. The results showed that the proposed 
deep stacking ensemble reports an overall accuracy of 
93.8%, 93.0%, 93.3%, and 91.8% over the four MF 
values of the BreakHis dataset: 40×, 100×, 200× and 
400×, respectively. 
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3 MATERIALS AND METHODS 

This section presents: the publicly available dataset 
used in the empirical evaluations carried out in this 
study, the different performance criteria used to 
evaluate the models, the experimental process and the 
abbreviations. 

3.1 Data Preparation 

In this paper the Breast Cancer Histopathological 
Image Classification (BreakHis) dataset  (Spanhol et 
al. 2016) is used in order to examine the viability of 
the hybrid bagging ensembles. Before feeding the 
input images into the proposed models, the pre-
processing is a crucial step which aims to improve the 
quality of their visual information. In this study, the 
preprocessing step is similar to the process that has 
been followed in (Zerouaoui et al. 2021) and 
(Zerouaoui and Idri 2022) where they used intensity 
normalization (B 2019) and Contrast Limited 
Adaptive Histogram Equalization (CLAHE) (Yussof 
2013). After the pre-processing step, data 
augmentation (Shorten and Khoshgoftaar 2019) was 
used to avoid overfitting and balance the data by 
increasing the number of benign images. 

3.2 Performance Measures 

The performance criteria used to evaluate bagging 
ensembles as well as their base learners and single 
models are: accuracy, precision, sensitivity and F1-
score. These metrics have been the most frequently 
used in classification (Zerouaoui and Idri 2021) and 
they are mathematically expressed by the equations 
1-4 respectively: 

Accuracy=(TP+TN)/(TN+TP+FP+FN) (1)
 

Precision=TP/(TP+FP) (2)
 

Sensitivity =TP/(TP+FN) (3)
 

F1-score=2×(Recall×precision)/(Recall+precision) (4)
where: TP is a malignant case that is identified as 
malignant, FP is a benign case that is identified as 
malignant, TN is a benign case that is identified as 
benign, and FN is a malignant case that is identified 
as benign. 

3.3 Experimental Process  

The empirical evaluations of the hybrid bagging 
ensembles use three classifiers: MLP, SVM and 

KNN, and three DL feature extractors (FE): 
InceptionV3, DenseNet201, and MobileNetV2, over 
the four MFs of the BreakHis dataset: 40×, 100×, 
200×, and 400×. To compare the models, this study 
used the SK statistical test (Jelihovschi et al. 2014) 
based on accuracy to cluster the models and identify 
the best SK cluster. The best SK cluster contains one 
or many models that have the best accuracy and that 
are statistically indifferent. If many models are found, 
they will be ranked using the Borda Count voting 
system (Emerson 2013) based on the four 
performance measures: accuracy, sensitivity, 
precision and F1-score. The 5-fold cross validation 
was employed to guarantee that every observation 
from the original dataset has a chance of appearing in 
both the training and test set and that the images 
selected for testing were not used during training in 
order to successfully complete the binary 
classification task. The empirical evaluations involve 
eight steps as shown in Figure 1. The present study 
has the same potential threats to validity of the 
approach in this study (Nakach et al. 2022b). 

3.4 Abbreviation 

The abbreviation of bagging ensembles is EBG, plus 
the first letter of the classifier used (K for KNN, M 
for MLP and S for SVM) and the first letter of the FE 
technique used (D for DenseNet201, I for 
InceptionV3 and M for MobileNetV2) followed by 
the number of base learners.  

In tables and figures, the DL techniques were 
abbreviated using: DENSE for DenseNet_201, MOB 
for MobileNet_V2, and INC for Inception_V3. 

4 RESULTS AND DISCUSSIONS 

This section presents and discusses the results of the 
empirical evaluations, where each is dedicated for 
one RQ. 

4.1 Do Bagging Ensembles Perform 
Better than Their Base Learners? 

This section evaluates and compares the bagging 
ensembles with their base learners. For each MF, FE, 
and classifier, the bagging ensembles were first 
compared in terms of accuracy with their base 
learners. For each MF and FE, it was observed that:  

-For KNN and MLP, the accuracy of the bagging 
ensembles is always better than the mean accuracy of 
their base learners. 
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Figure 1: Empirical Design. 

- For SVM, the mean accuracy of the base learners 
outperformed the accuracy of bagging ensembles 
constructed using: 9 base learners with MobileNetV2 
as FE and MF 100× and 400×, 3 and 5 base learners 
with InceptionV3 as FE and MF 400×. All the other 
SVM bagging ensembles have a higher accuracy than 
the mean accuracy of their base learners.  

-The difference of accuracies varies between: 
13.04% and 4.58% for MLP, 5.85% and 0.56% for 
KNN, and 1.48% and 0.02% for SVM.  

The SK test based on accuracy was carried out 
over each MF and FE and for each classifier to check 
whether there was a notable difference between the 
performance of the bagging ensembles and their base 
learners. The results showed that: 

• For MLP, only one cluster was obtained over 
each MF and FE except for MF 400× with 
DenseNet201 and InceptionV3, where the bagging 
ensembles significantly outperformed one or two of 
their base learners (Figure 2).  

• For SVM, only one cluster was identified over 
each FE and for MF 100×, 200× and 400×. For MF 
40×, always one cluster was obtained except for 
InceptionV3 as FE, where the bagging ensembles 
with 7 and 9 base learners outperformed one of their 
base learners.  

• For KNN, only one cluster was obtained over 
each MF and FE except for: (1) MobileNetV2 as FE 
and MF 200× where the best cluster contains the 
bagging ensemble with 3 base learners, and (2) 
InceptionV3 and MF 400× where the best cluster 
contains the bagging ensemble with 9 base learners, 
the second cluster contains all the base learners.  

 
Figure 2: SK test Results of the MLP bagging ensemble 
using MF 400×, 9 base learners and DenseNet201 as FE. 

The models that belong to the same best cluster 
were ranked using the Borda Count voting system: 

• For MLP, the bagging ensemble is generally 
ranked first whatever the MF and FE are. The bagging 
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ensemble was ranked second or third for 
DenseNet201 over MF 40× regardless the number of 
base learners, and it was ranked second for 
InceptionV3 over MF 200× with 7 and 9 base learners 
and with MobileNetV2 over MF 40× for 5 base 
learners.  

• For SVM, the bagging ensembles had the worst 
ranks (4th, 5th and sometimes 6th) and only 20 
ensembles out of 48 were ranked first.  

• For KNN, the bagging ensembles are always 
ranked first except for the bagging ensemble 
constructed using 7 base learners with KNN and 
DenseNet201 over the MF 200×.  

To conclude, the bagging ensembles outperform 
their base learners for MLP, KNN, but for SVM, the 
base learners often perform better than the bagging 
ensembles. Besides, the differences of accuracies 
between the MLP bagging ensembles and their base 
learners were relatively important compared to the 
differences of accuracies between the SVM and KNN 
bagging ensembles and their base learners, which was 
expected since bagging ensembles perform better 
with base learners that have a high variance such as 
MLP and DT (Tuv 2006)(Opitz and Maclin 1999). 
This paper (Nakach et al. 2022b) also found that the 
bagging ensembles using DT outperform their base 
learners for each MF).  

4.2 How the Number of Base Learners 
Impacts the Performances of 
Bagging Ensembles?  

Figures 3–5 show the comparison of the accuracy 
values of the different bagging ensembles over each 
classifier using the four number of base learners, three 
DL techniques as FEs (DenseNet201, InceptionV3 
and MobileNetV2) and four MF values: 40×, 100×, 
200× and 400×. 
For the MLP Classifier:  
• The highest accuracy was obtained when using the 
DenseNet201 as FE regardless the MF values: 40×, 
100×, 200× and 400×, and the lowest accuracy was 
obtained using MobileNetV2 for FE.  

For the SVM Classifier:  
• The highest accuracy was obtained when using the 
InceptionV3 as FE with the MF value 40× and 400×, 
and with DenseNet201 with the MF value 100× and 
200×. The lowest accuracy was obtained using 
MobileNetV2 as FE with all MF values. 

For the KNN Classifier:  
• The highest accuracy was obtained when using the 
InceptionV3 as FE for the MF 40×, and with 

DenseNet201 for the MF 100× and 200×, and with 
MobileNetV2 for MF 400×. The lowest accuracy was 
obtained when using InceptionV3 regardless the MF 
values.  

Thereafter, the SK statistical test was used to 
cluster the bagging ensembles with different number 
of base learners for each classifier, FE and MF. For 
MLP and SVM, the SK test of the bagging ensembles 
contains one cluster over each FE and MF, which 
implies that regardless the number of base learners 
used the accuracy of the ensembles is statistically 
similar. For KNN, the SK test identified one cluster 
with all the bagging ensembles for all the MFs and 
FEs except for InceptionV3 over the MF 100×, where 
two clusters were identified and the worst one 
contains the ensemble of 9 base learners. Table 1 
displays the ranking provided by the Borda Count 
voting system for the bagging ensembles over each 
classifier, FE and MF: the first number represents the 
number of base learners associated to the best 
bagging ensemble.  

It was found that regardless the hybrid 
architecture used, the ensemble of 9 base learners 
represents the best ensemble for the majority of 
bagging ensembles (31 from 48) and it was ranked 
last only 3 times (SVM with MF 40× and InceptionV3 
and with MF 100× and MobileNetV2, and for KNN 
with MF 40× and MobileNetV2). Contrarily, the 
ensemble of 3 base learners was only ranked twice as 
the best ensemble and 33 times as the worst one.  

The bagging ensemble of 5 and 7 base learners 
were ranked first 8 and 7 times out of 48 respectively. 

Table 1: Borda Count ranking of the bagging ensembles of 
each classifier. 

MF  FE  MLP  SVM  KNN  

40× 
DENSE 3-9-5-7 9-5-7-3 9-7-5-3
MOB 9-7-5-3 7-9-5-3 5-7-3-9
INC 9-7-5-3 7-5-3-9 9-7-5-3

100× 
DENSE 9-5-7-3 9-7-3-5 9-5-7-3
MOB 9-3-7-5 5-7-3-9 9-7-5-3
INC 7-9-5-3 7-9-5-3 9-7-5-3

200× 
DENSE 9-7-3-5 5-3-9-7 3-5-9-7
MOB 9-5-7-3 9-7-5-3 5-9-3-7
INC 5-7-9-3 5-9-3-7 9-7-5-3

400× 
DENSE 9-7-3-5 9-3-7-5 7-5-9-3
MOB 9-7-3-5 5-7-9-3 5-9-7-3
INC 9-7-3-5 9-7-5-3 9-7-5-3
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Figure 3: Accuracy values of the bagging ensembles using MLP Classifier over each MF and FE.  

 
Figure 4: Accuracy values of the bagging ensembles using SVM Classifier over each MF and FE. 

It can be concluded that, for the majority of MFs 
and FEs, the bagging ensembles designed with KNN 
and MLP and 9 base learners were the best ensemble 
while those designed with 3 base learners represents 
the worst ones. For SVM, the bagging ensembles did 
not seem to respect a specific order.  

4.3 Do Bagging Ensembles Perform 
Better than Single Classifiers? 

This section compares the single model and the best 
bagging ensemble of each classifier. Tables 2-4 
summarize the testing accuracy values of the single 
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model and the best bagging ensemble for each 
classifier and over each MF and FE (found in section 
4.2). It was found that bagging ensembles are 
performing better than the single classifiers for KNN 
(they have the highest accuracy), while for SVM and 
MLP the single classifiers are performing better for 
some FEs and MFs. For KNN, the difference of 
accuracies between bagging ensembles is smaller 
than the difference of accuracies between single 
models (e.g., for MF 40×, the KNN single model has 
an accuracy of 83.65% and 64.74% for DenseNet201 
and MobileNetV2 respectively, while the bagging 

KNN ensemble achieves an accuracy of 83.21% and 
80.66% for DenseNet201 and MobileNetV2 
respectively), which means that the KNN bagging 
ensembles are more stable than the KNN single 
models.  

In order to identify which model is the best, the 
models of the best SK cluster of each MF and FE were 
ranked by using the Borda Count voting system. By 
comparing the number of occurrences of bagging 
ensembles and single techniques in the Borda Count 
rankings results, it was found that single classifiers 
are the most frequent for MLP (8 from 12) and SVM 

 
Figure 5: Accuracy values of the bagging ensembles using KNN Classifier over each MF and FE.

Table 2: Performance values of single MLP classifiers and the best MLP bagging ensembles. 

 Single classifiers (%) Best Bagging ensembles (%) 
 MF FE Accuracy Precision Sensitivity F1-score Accuracy Precision Sensitivity F1-score 

40
× 

DENSE  93.28 92.21 94.49 93.33 93.36 92.60 94.79 93.66
INC  92.92 91.30 94.90 93.05 93.87 93.73 94.53 94.11

MOB 91.06 88.94 93.82 91.30 89.93 88.01 93.41 90.61

  1
00

× 

DENSE  92.28 91.90 92.80 92.33 92.29 91.10 93.50 92.28
INC  90.22 88.85 92.25 90.43 90.97 88.09 94.51 91.17

MOB 91.16 89.20 93.67 91.38 88.33 84.92 92.90 88.70

   
20

0×
 DENSE  94.84 94.96 94.18 95.78 93.98 92.88 95.49 94.15

INC  91.76 91.85 91.87 91.94 90.68 90.74 91.01 90.82
MOB 91.80 90.70 93.24 91.92 89.18 87.04 92.66 89.72

  4
00

× 

DENSE  83.97 87.09 83.78 93.08 90.53 90.74 90.65 90.61
INC  90.28 90.49 88.90 92.24 89.64 88.25 91.60 89.90

MOB 89.77 87.70 92.54 90.05 88.94 85.61 93.62 89.41
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Table 3: Performance values of single SVM classifiers and the best SVM bagging ensembles. 

 Single classifiers (%) Best Bagging ensembles (%) 
 MF FE Accuracy Precision Sensitivity F1-score Accuracy Precision Sensitivity F1-score 

40
× 

DENSE  92.52 90.98 94.36 92.62 91.61 90.73 93.41 92.02
INC  92.63 91.23 94.29 92.74 93.14 92.43 94.52 93.45

MOB 90.18 87.72 93.59 90.52 89.20 86.38 94.14 90.06

  1
00

× 

DENSE  91.68 90.49 93.23 91.81 91.25 89.36 93.39 91.32
INC  90.15 87.85 93.27 90.46 90.97 87.74 95.05 91.22

MOB 90.71 87.75 94.66 91.06 87.57 83.70 92.77 87.98

   
20

0×
 DENSE  93.60 92.45 94.97 93.68 93.91 93.12 95.08 94.07

INC  89.75 86.86 93.66 90.13 90.04 88.43 92.56 90.43
MOB 90.97 88.45 94.33 91.26 88.60 86.43 92.24 89.20

  4
00

× 

DENSE  91.23 89.64 93.36 91.42 89.96 88.81 91.92 90.27
INC  88.79 86.30 92.40 89.21 90.63 87.13 95.07 90.91

MOB 89.16 86.29 93.21 89.59 87.57 83.70 92.77 87.98
 

Table 4: Performance values of single KNN classifiers and the best KNN bagging ensembles. 

 Single classifiers (%) Best Bagging ensembles (%) 
 MF FE Accuracy Precision Sensitivity F1-score Accuracy Precision Sensitivity F1-score 

40
× 

DENSE  83.65 76.28 97.66 85.64 83.21 76.29 98.32 85.89
INC  82.66 79.05 88.98 83.68 82.99 78.63 92.43 84.96

MOB 64.74 58.73 99.42 73.82 80.66 73.50 98.31 84.09

  1
00

× 

DENSE  85.04 79.27 94.95 86.40 84.72 78.60 94.78 85.89
INC  78.22 72.44 91.25 80.75 79.03 72.99 91.67 81.16

MOB 69.94 62.74 98.32 76.58 82.92 75.13 97.74 84.90

   
20

0×
 DENSE  83.42 76.62 96.32 85.33 86.38 80.10 97.61 87.95

INC  79.50 73.59 92.16 81.81 80.79 74.41 95.00 83.43
MOB 70.90 63.54 98.27 77.16 81.36 74.35 96.95 84.12

40
0×

 DENSE  80.67 73.95 94.96 83.10 76.03 70.19 91.85 79.53
INC  77.34 71.66 90.57 80.00 79.92 74.02 93.26 82.51

MOB 71.13 66.10 86.77 75.00 82.85 75.18 97.19 84.75

(7 from 12), but for KNN, the bagging ensembles 
outperformed the single classifiers since 10 bagging 
ensembles from 12 were ranked first.  

In summary, for KNN, the bagging ensembles 
outperformed the single classifiers for the majority of 
MFs and FEs. Contrarily, MLP and SVM single 
classifiers generally performed better than the 
bagging ensembles. The reason is that MLP and SVM 
can be considered as strong learners, and their single 
classifiers significantly perform well compared to the 
single KNN classifier. 

4.4 Is There any Bagging Ensemble 
that Outperforms the Others for 
Each MF and over all the MFs? 

This section evaluates and compares the best bagging  

ensembles of each hybrid architecture (FE and 
classifier) over each MF and the best ensembles over 
all the MFs. Figure 6 shows the results of SK test for 
the best bagging ensembles of each hybrid 
architecture (found in section 4.2) over the four MFs. 
Different clusters were obtained: four clusters for MF 
40×, 100× and 200×, and three clusters for MF 400×. 
In addition to the classifiers used in the present paper, 
the bagging ensembles with DT classifier and 
different FEs developed in this paper (Nakach et al. 
2022b) were also added to the comparison (they are 
abbreviated using “EBGD”).  

It was found that SVM and MLP with 
DenseNet201 and InceptionV3 always form the hybrid 
architecture of the best four bagging ensembles for the 
different MFs but they don’t respect a specific order 
and they use a different number of base learners. Three  

ICAART 2023 - 15th International Conference on Agents and Artificial Intelligence

296



 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 6: SK Results of the best bagging ensembles of each 
classifier and FE over each MF: (a) 40×, (b) 100×, (c) 200×, 
(d) 400×. 

from the four first ranked ensembles were constructed 
using MLP, and only the best bagging ensemble over 
MF 400× was constructed with SVM. The majority of 
those ensembles have 9 base learners (8 from 16) and 
only 2 ensembles have 3 base learners. For 
DenseNet201, MLP is ranked first for all the MFs, but 
for InceptionV3 MLP is ranked first for MF 40× and 
MF 200× while SVM is ranked first for MF 100× and 
MF 400×.  

The results show that the performance of the 
different bagging ensembles depends on the 
characteristic of the images and the bagging 
ensembles that use MLP and SVM as base learners 
outperform the bagging ensembles that use KNN and 
DT as base learners. Figure 7 shows the results of SK 
test for the best bagging ensembles over the four MFs. 
Table 5 presents the ranking results of the best 
bagging ensembles using the Borda count voting to 
identify the best hybrid architecture regardless of the 
MF.  
To sum up, the bagging ensemble that uses MF 200×, 
3 base learners and the hybrid architecture MLP with 
DenseNet201 as FE was ranked first, the second-best 
ensemble uses MF 40×, 9 base learners and the base 
hybrid architecture MLP with InceptionV3 as FE, the 
third best ensemble is constructed using MF 100×, 9 
base learners and uses the base hybrid architecture 
MLP with DenseNet201 as FE. The bagging 
ensemble designed with MF 400×, 9 base learners and 
whose base hybrid architecture is SVM with 
InceptionV3 as FE was ranked fourth.   

 
Figure 7: SK test Results of the best bagging ensembles. 

In addition, the results obtained in the experimental 
studies in the literature using the BreakHis dataset for 
binary classification of the four MFs are presented for 
comparison purposes in Table 6. It should be taken 
into account that different training and test sample 
numbers were used in these studies. The proposed 
bagging ensembles can produce considerably higher 
accuracies compared to the state-of-the-art model, 
they  achieve  better  performance  than  the  candidate  

Deep Hybrid Bagging Ensembles for Classifying Histopathological Breast Cancer Images

297



 

 

Table 5: Best bagging ensembles over all the MFs. 

Model MF Accuracy (%) F1-score (%) Precision (%) Sensitivity (%) Rank 
EBGMD3 200× 93,98 94,15 92,88 95,49 1 
EBGMI9 40× 93,87 94,11 93,73 94,53 2 

EBGMD9 100× 92,29 92,28 91,10 93,50 3 
EBGSI9 400× 90,63 90,91 87,13 95,07 4 

Table 6: Accuracy comparisons between the best bagging ensembles for each MF and the other models on BreakHis.

Method 40× 
(%) 

100× 
(%) 

200× 
(%) 

400× 
(%) 

SIFT + Stacked ensemble [50] 88.5 89.2 88.4 83.6 
CNNs + SVM [51] 87.7 88.9 90.1 85.1 

CNN [52] 89.6 85.0 82.8 80.2 
Hybrid CNN ensemble [39] 85.7 84.2 84.9 80.1 
ResNet50 + bagging [38] 92.5 92.0 - - 
InceptionV3+GBT [53] 88.9 90.1 89.1 87.5 
InceptionV4+GBT [53] 90.4  92.3 93.7 90.1 

ResNetV1152+GBT   [53] 92.5 94.8 95.8 90.5 
Variant of AlexNet [54] 95.0 91.5 91.8 95.0 

Our best bagging ensembles 93,9 92,3 94.0 90,6

models, expect for: the best model of the study (Senan 
et al.) for MF 40× and 400×, and the 
ResNetV1152+GBT model of the study (Vo et al. 
2019) for MF 100× and 200×. 

5 CONCLUSIONS 

In conclusion, this paper presented and discussed the 
results of an empirical comparative study of bagging 
ensembles for BC histopathological image 
classification. This study used the bagging method 
with different number of base learners (3, 5, 7 and 9) 
and twelve hybrid architectures (three classifiers: 
KNN, MLP and SVM with three DL techniques for 
feature extraction: DenseNet201, MobileNetV2 and 
InceptionV3) over the BreakHis dataset with its four 
MFs (40×, 100×, 200× and 400×). The main findings 
of this study are: 

RQ1. Do Bagging Ensembles Perform Better than 
Their base Learners? 
Bagging ensembles outperform their base learners for 
MLP and KNN, but for SVM, the base learners often 
perform better than the bagging ensembles. 

RQ2. How the Number of Base Learners Impacts 
the Performances of Bagging Ensembles? 
For the majority of MF and FE, the bagging 
ensembles designed with KNN and MLP respects an 

ascending order where the bagging ensemble of 9 
base learners represents the best ensemble and the 
ensemble of 3 base learners represents the worst one. 

RQ3. Do Bagging Ensembles Perform Better than 
Single Classifiers? 

For KNN, the bagging ensembles outperform the 
single KNN classifiers for the majority of MF and FE. 
Contrarily, MLP and SVM single classifiers 
generally perform better than the bagging ensembles. 

RQ4. Is There Any Bagging Ensemble that 
Outperforms the Others for Each MF And Over 
all the MFs? 

The best bagging ensemble is designed using MF 
200×, MLP as a classifier and DenseNet 201 as FE 
and it has 3 base learners. 

In conclusion, the proposed bagging ensembles 
achieved promising results that can outperform state-
of-the-art models. Hence, this paper suggests that 
bagging with hybrid DL architectures should be 
considered for BC image classification. In a future 
work, in order to deepen this analysis, it is possible to 
implement heterogeneous ensemble learning methods 
to classify BC histopathological images and compare 
their performance with the bagging ensembles 
implemented in this study. 
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