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Abstract: The push for renewable energy has certainly driven the world towards sustainability. However, the 
incorporation of clean energy into the electric power grid does not come without challenges. When 
synchronous generators are replaced by inverter based Photovoltaic (PV) generators, the voltage profile of 
the grid gets considerably degraded. The effect in voltage profile, added with the unpredictable generation 
capacity, and lack of good reactive power control eases opportunities for sneaky False Data Injection (FDI) 
attacks that could go undetected. The challenge is to differentiate these two phenomena. In this paper, an 
attack is explored in a grid environment with a high PV penetration, and challenges associated with designing 
a detector that accounts for inefficiencies that comes with it is discussed. The detector is a popular Kalman 
Filter based anomaly detection engine that tracks deviation from the predicted behaviour of the system. Chi-
squared fitness test is used to check if the current states are within the normal bounds of operation. We identify 
the vulnerability in using static and dynamic threshold detectors which are directly affected by day-ahead 
demand prediction algorithms that have not been fully evolved yet. Finally, we use some of the widely used 
machine learning based anomaly detection algorithms to overcome the drawbacks of model-based algorithms.

1 INTRODUCTION 

The electric power grid has seen a lot of changes in 
recent years. Traditionally, power system comprised 
of synchronous generators with high power 
generation capability and a predictable voltage profile 
that fluctuated slightly throughout the day. These 
synchronous generators almost exclusively provided 
the bulk system voltage regulation. However, that is 
quickly changing, and with the synchronous fossil 
fuel and nuclear-powered generators being retired 
slowly but steadily, it has led to the need for 
renewable generation to contribute more significantly 
to the power system voltage and reactive regulation 
(McDowell & Walling, 2016).  

The synchronous generators reliably produce 
reactive power by controlling the excitation current 
through the rotors. Although there is a limit to the 
magnitude of field current that can be supplied to 
rotor windings of a generator to produce reactive 
power, its production has little effect on the terminal 
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voltage of the generator. That helps the synchronous 
generators achieve a good voltage profile.  

On the other hand, due to the limited converter 
current capacity of PV, its reactive power capacity is 
usually smaller compared with that of a synchronous 
generator, especially when PV’s real power output is 
close to the rated value. Inverters used for solar PV 
and wind plants can provide reactive capability at 
partial output, but any inverter-based reactive 
capability operating at full power implies that we 
need a larger converter to handle full active and 
reactive current (Till et al., 2020). This means either 
the PV generators would have to operate significantly 
lower than their maximum rated output, or make a 
trade-off in the voltage.  

The grid is changing substantially with the 
introduction of Distributed Energy Resources (DER) 
and wide adoption of renewables. With these ongoing 
changes in the grid, the traditional definition of grid 
stability is not always applicable. Most of today’s 
infrastructure is internet accessible, and false data 
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injection attacks could give an indication that the 
voltage levels on buses with PV generators are very 
low, when the generator could be operating normally. 
Normally, this would not be a problem, because false 
data injection attacks are easily detectable in power 
systems with low PV penetration, because these 
systems have predictable voltage and current levels. 
Since the injections would have voltage/current levels 
that vary significantly from the voltage levels at 
which synchronous generators operate, a Chi-squared 
detector would easily pick up these anomalies. The 
same detector would also detect the injection attacks 
at systems with high PV penetration, however the 
system parameters during normal operation at high 
PV penetration when PV generators are close to 
maximum power generation limits, and during attacks 
at low PV penetration would be indistinguishable to 
the detector.  

This paper aims at showing an attack scenario that 
takes advantage of poor voltage profile during peak 
loads at a grid with high PV penetration. We compare 
how the traditionally used model-based algorithms 
perform against the machine learning based 
algorithms in such a condition. For model-based 
algorithm, we use Kalman Filter based detector, 
which is widely researched in state estimation as well 
as detection of attacks. However, unlike other 
research, our model is based on day-ahead demand 
predictions, which defines the normal operation of the 
system and ultimately thresholds for the states at any 
given time of the day. The states are highly dependent 
on the demand, especially in grids with high PV 
penetration, and our model takes that into account to 
get a better prediction. However, the crucial part of 
our work is showing how model-based algorithms 
perform poorly in high PV scenarios with high false 
positives.  

2 RELATED WORKS 

Detection methods for False Data Injection Attacks 
have been researched for a few decades. These 
algorithms are broadly categorized as model-based 
detection algorithms and data-driven detection 
algorithms (Musleh, 2020). Duan et al. (2018), Chung 
et al. (2017), Inayat et al. (2022), and Jiang et al. 
(2017) extensively used Weighted Least Squares 
algorithm. These first detectors were static and 
iterative in nature, which did not use the last state to 
update the new state. That made them slow and 
processor intensive. Kurt et al. (2018) and Wang et al. 
(2019) used Kalman filters and some of its variations. 
Karimipour & Dinavahi (2017, 2018) specifically 

used Extended Kalman Filters and were able to 
address non-linearity in the system and yielded more 
precise estimate. Unlike WLS, these detectors are 
dynamic in nature and use the last state to update the 
current state. 

Some detection algorithms are however 
estimation-free. Cooperative Vulnerability Factor 
(CVF) employs secondary output of voltage 
controllers that converges to zero if the system is 
under the FDI attack (FDIA) (Sahoo et al., 2019). 
This technique was used in microgrids environment. 
Another technique called Matrix Separation (MS) 
exploits the sparse nature of FDIA by separating 
nominal states of power grid and anomaly matrices 
(Li et al., 2019; Liu et al., 2014). Ameli et al. (2019) 
and Ashok et al. (2016) presented some similar 
techniques. Data-driven detection algorithms are 
popular class of algorithms broadly classified as 
Machine Learning, Data Mining and other 
miscellaneous algorithms. Supervised learning 
technique use datasets that have labelled data to 
separate attacks from the normal flow. They have 
high accuracy but cannot detect new variation of 
attacks. Unsupervised learning does not need labelled 
data but is extremely difficult to model. Support 
Vector Machine (SVM), which is a type of supervised 
learning is the most utilized in FDIA. Binna et al. 
(2018), Foroutan & Salmasi et al. (2017) and Wang 
et al. (2019) have presented works in this area. In the 
unsupervised category, K-means clustering is very 
popular. The works of Zanetti et al. (2019) and Viegas 
& Vieira (2017) are some of the notable ones.  

A wide variety of Kalman Filter has been used in 
the detection of False Data Injection Attacks. One of 
the challenges faced in the research is modelling non-
linear relationship of power and voltages in the grid. 
Farsadi et al. (2017) presented dynamic state 
estimation that does not require calculation of 
Jacobian matrix, which decreases the processing 
time. Similarly, Qi et.al (2018) introduced cubature 
Kalman Filter (CKF) that has a non-linear observer. 
These were then tested on a 68-bus system under 
various uncertainties in a realistic scenario. The 
authors showed that the model was comparatively 
more robust to uncertainties in the systems including 
cyber-attacks.  

A risk mitigation strategy was presented by Taha 
et al. (2018) that addresses dynamics in the system for 
higher order depictions by utilizing a dynamic state 
estimator. Minot et al. (2019) proposed a unique 
approach to dynamic state estimation. The algorithm 
employs a fully distributed approach where the 
estimation has an innovation design element for 
attack detection which reduces the overhead in 
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communication. Zhang et al. (2014) designed an 
Adaptive Kalman Filter with Inflatable Noise 
Variances (AKF with InNoVa) algorithm that uses a 
2-stage system that estimates static states like voltage 
magnitudes as well as dynamic states like generator 
rotor angles. The first stage of the system filters out 
the impact of incorrect system modelling and bad 
PMU measurements using AKF with InNoVa. The 
result in the first stage is served as a measurement to 
the second stage which has an Extended Kalman 
Filter (EKF). Manandhar et al. (2014) used Chi-
squared detector to detect anomalies in the system. 
The residuals from Kalman filter were fed to a 
Euclidean detector which has the parameters for 
normal level of the system and detects if there is any 
deviation from the normal operation.  

However, to our knowledge, none of the algorithms 
have been tested in a high PV penetration environment 
where, at peak demands, the grid shows behavior 
which mimics an attack. The grid supposedly needs to 
know the context to a wide number of variables to 
predict accurately in such scenario. We test this 
hypothesis in this paper and compare model-based 
approach with data-driven algorithms. 

3 SYSTEM MODEL 

The system consists of a Supervisory Control and 
Data Acquisition (SCADA) system, which gets the 
measurements from the Phasor Measurement Units 
(PMU) capable of measuring line currents and bus 
voltages as well as detection results from a Chi-
squared detector. The system model is shown using 
the block diagram in Fig. 1. 

 
Figure 1: Block diagram of the system model. 

The measurements from all sections of the grid are 
collected and that data is fed to the state estimator 
engine, which filters out the measurement and 
process errors, and generates the best estimate of the 
system. The Chi-squared detector is aware of the co-
variances between different states of the system and 
gets the most recent data from the estimator. The 
detector then generates the result and sends it back to 
the SCADA. 

3.1 Kalman Filter Anomaly Detector 

The Kalman Filter has been extensively used in 
various applications in mathematics, engineering, and 
economics. The filter is robust and provides good 
estimation of systems. At its core, Kalman filter 
balances the prediction of states and measurements of 
the states. Based on which of the two has higher 
beliefs, process or measurements, the filter calculates 
its estimation. It assumes that the measurement error 
variance and process covariance is already known.  

The prediction equation is given below. 

xത = Fx + Bu (1)
 

Pത = FPFT + Q (2)

where, 

x and P are the state mean and covariance 
F is the state transition function 
Q is the process co-variance 
B and u are the control inputs which is 0 here 

The first equation calculates the current state 
based on the last state and the state transition matrix. 
The states in the equation are vectors of real and 
imaginary voltages given by equation (3). Re(z)

Im(z)൨ = Re(H)
Im(H)

  -Im(H)
  Re(H) ൨ Re(x)

Im(x)൨  Re(v)
Im(v)൨ (3)

Unlike most of the research, where state transition 
matrix is taken as identity matrix because it is 
assumed that the next state is the mean of the stable 
state and some process error, our research uses pre-
computed factors obtained from the demand forecast 
computer. The state transition matrix is derived for 
each time step using pre-obtained data from the 
demand forecast computer. This data is then used to 
simulate the load flow for the grid and get a prediction 
of various states for each time step. It should be noted 
that estimation is a two-part process: predict and 
update.  

The prediction step always lessens the belief that 
the estimator has towards the system. In other words, 
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instead of having high probability in a small range of 
states, the estimates get dispersed to a slightly wider 
range of values with lesser probabilities. That is 
corrected by the update state. The measurement 
equation is shown using equation 4 below. 

y = z - Hx (4)
 

K = PHT൫HPHT + R൯-1 (5)
 

x = xത + Ky (6)
 

P = ሺI - KHሻP (7)

where, 
y is the residual 
H is the measurement function/matrix 
z and R are the measurement mean and noise 
covariance 
P and K are the state covariance and Kalman gain 
The residual y is the difference between measured 

values and predicted measurements which have been 
derived from the predicted states using H. The 
variables K and P converges to some stable values. 
The measurement matrix converts the states from the 
state space to its corresponding measurements in the 
measurements space. The calculation of H matrix has 
been explained by Zhang et al. (2010). The 
conversion of states to the measurement space 
however also changes the covariance. Hence, it needs 
to be recalculated in each iteration which is given by 
the relation in equation (7). It should also be noted 
that although the Kalman gain remains fairly stable 
after getting converged, the value should also be 
calculated in each state for a more accurate prediction 
and to avoid propagation of error. 

3.2 Demand Forecast 

Although these research works have different 
approaches and techniques, most of them have a 
similarity in how they assume the states change with 
time. Most of the research assumes the states remain 
fairly stable, and only change slightly by introducing 
a Gaussian noise. While that may be true for very 
small amount of time, real and reactive power 
demand is very dynamic in a grid environment and 
there are always errors in demand as shown in Fig. 2. 

This fact means that failure to include that in the 
system model makes it extremely difficult to model 
state changes into the system, and consequently 
mistake demand changes for an FDIA.  

Our research takes a different approach. At the  
core of the system model is a day-ahead demand data 

 
Figure 2: Histogram of day-ahead demand errors. 

that drives the state transition function F, and 
especially state co-variance Q in the Kalman filter 
equation. Predicting demand ahead of time is a highly 
complex procedure. Many factors will need to be 
considered when generating a load forecast. Some of 
these are simple like climate and weather, historical 
usage patterns, day of the week, social events, 
residential or industrial load, and so on, while others 
are complicated like Behind the Meter (BTM). The 
Independent System Operators (ISOs) have been 
working relentlessly to improve the forecasting 
methodologies over the years. In recent days, they 
have reached a point where day ahead forecasts were 
within 1% of actual peak demand in most of the days 
(Reliable Energy Analytics, 2021). The main 
challenge currently is accounting for BTM PV supply 
resources. 

In order to use Kalman filter for state prediction, 
the error in predictions should be normally 
distributed. There has been a large number of research 
as well as implementations for day-ahead power 
demand and net-demand predictions. A report by 
Reliable Energy Analytics (2021) shows some of the 
techniques used by a few ISOs. We did a Shapiro-
Wilk test on the day-ahead predictions used by 
California Independent System Operator (CAISO) 
using the data published on their website. The 
prediction error passed the test, and the corresponding 
histogram is shown in Fig. 2. However, our research 
uses voltages as states, and because the relation 
between voltage and power is non-linear, a normal 
distribution would be skewed if such a conversion is 
used. Some variations of Kalman filter like Extended 
Kalman Filter (EKF) can be used to work with non-
linear systems, but we chose a different route. An 
independent voltage prediction algorithm like the one 
used by Mokhtar et al. (2021) would predictably have 
errors which are normally distributed. We move 
forward with that assumption and artificially inject 
Gaussian normal process error. 

3.3 Chi-squared Detector 

The Kalman filter is used in conjunction with a Chi-
squared detector in this research. The Chi-squared 
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detector is widely used for goodness of fit tests. That 
makes it practical for use in detecting false data 
injections where the normal states of the system can 
be plugged in, and with the knowledge of co-variance 
in the states, the Chi-squared values can be obtained. 
Mo & Simopoli (2010) showed the following can be 
computed. 

gሺtሻ = y-1Ry (8)

The measurement covariance matrix R is crucial 
in the above equation. If the residual deviates from 
expected values, the Chi-squared value goes higher, 
indicating an inconsistency between the expected and 
real value. The two suspected causes of this 
inconsistency are false data injection attacks, and a 
switch from synchronous generators to PV 
generators, which has a poor voltage profile. The 
challenge, and the focus of research is to differentiate 
the two. 

4 IMPLEMENTATION AND 
EVALUATION 

The research is simulated on an IEEE 14 bus with the 
standard load profile. A 24-hour demand curve is 
extracted from CAISO’s website as shown in Fig. 3 
that drives the real and reactive power demands on 
each bus. The load flow is solved for each demand, 
and the corresponding states are obtained.   

4.1 Simulation Setup 

In our setup, an IEEE 14 bus is simulated using Power 
World Simulator. The simulator runs 24-hour load 
demands and calculates the corresponding states and 
measurements. The load demand is obtained from 
CAISO every 5 minutes totaling 289 demand points. 
These data points are interpolated to obtain 5,000 data 
points which is imported into MATLAB where 
Kalman filter predicts and estimates the real and 
imaginary voltages on each bus. The per-unit real 
voltage on bus 6 over 24-hour is shown in Fig. 4. 

The load flow is solved using the MATPOWER 
package. The Newton’s method is used to solve non-
linear load flow equations. The Kalman filter 
estimator gets measurement data from the load flow 
solution and makes estimates using the day-ahead 
predictions and measurements. The reactive power 
generation in any power system is restricted by the 
reactive capability curve. The general idea behind 
reactive capability curve is that, for any given amount 
of active  power  generation,  there  is  a  limit  on  the 

 
Figure 3: Power demand over a 24-hour period. 

 
Figure 4: Voltage levels over a 24-hour period in bus 6. 

amount of reactive power that can be generated. The 
limit is determined by the capability curve. Fig. 5 
shows the operating area of the PV inverters which 
are highly restricted by the power factor requirements 
and internal limits. The reactive power generation is 
limited in PV inverters, and although they can have 
D-shaped curve, this is not an industrial standard 
(Mcdowell & Walling, 2016). 

There is a special STATCOM mode which allows 
the PV inverters to generate reactive power without 
producing any active power and use that for voltage 
regulation. However, this mode is not always 
available due to restrictions. The reactive capability 
curve of the operating range was inserted into the 
Power World Simulator using a piecewise linear 
model. The PV control model, while being a crucial 
part of the system, has limited scope in our research 
and its intricacies are almost independent on how the 
attacks are carried out. Hence, it is excluded. 

The simulation setup for machine learning based 
detector is highly rigorous because unlike model-
based algorithms where the states would be calculated  
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Figure 5: Reactive capability curve of PV generator. 

using an equation, machine learning algorithms rely 
on pre-simulation of all the load flow condition that 
the model may encounter in real life.   

4.2 Attack Model 

The false data injection attack is carried out by 
changing the measurements on a PMU unit. This 
paper assumes that the attacker has access to a limited 
number of PMUs in the grid and is able to manipulate 
bus voltages and line current measurements on that 
PMU. As proposed by Abur & Expósito (2004), any 
unsophisticated attack can be easily detected using 
plausibility tests. Some red flags include voltage 
magnitudes that are negative or considerably higher 
or lower than the operating range of the bus, failed 
KVL and KCL tests and power equations.  

Any sophisticated attack would easily pass those 
tests. Hence, we are exposing a difficult-to-detect 
attack, which makes the detection extremely hard. 
The attack impersonates a drop in voltage due to poor 
reactive performance that results in a less ideal 
voltage profile of PV generators. This attack is 
specifically targeted at a system that has higher PV 
penetration. Till et al. (2020) showed how the 
increase in penetration of PV generators results in a 
poor voltage performance.  

In the attack, as shown in Fig. 6, the attacker can 
get the bad voltage profile measurements and inject it 
during the time when the grid is performing normally.  

The detector will have difficulty in differentiating 
if the anomaly is caused by an attack or the high PV 
penetration. The challenge with this kind of attacks is 
that there should be no visible transition between a 
normal operation and the attack. A sudden drop in 
voltage, or a sudden loss in a portion of the grid  is  a 

 
Figure 6: False demand injected by the attacker. 

major red flag that will draw immediate attention. We 
assume that the attacker can access demand forecasts 
on a generator bus which is being attacked. The 
access can be obtained by compromising a computer 
which stores demand forecasting information. The 
attacker can even go a step further and run their own 
demand forecast algorithm using the historical data 
and the freely available machine learning tool. 

The PV generators’ voltage drops quickly when 
approaching active and especially reactive power 
generation limit (Till et al., 2020). The data in the 
demand forecast could be compromised and give a 
false impression that the demand is increasing. This 
helps justify the voltage drop across busses. The 
reason that helps make the attack successful is that it 
blends in with the poor voltage control of PV 
generators. The timing of the attack during peak 
summer hours could even make it go unnoticeable. 

4.3 Calculation of Kalman Filter 
Parameters 

The states in Kalman filter are the parameters whose 
estimations are done by balancing the value between 
its measured and predicted versions. The states in this 
work are all the real and imaginary voltages in a 14-
bus setup. The following expression shows the states 
of the setup. 

x = ሾReሺV1ሻReሺV2ሻ. .ImሺV1ሻ. . Im(V14)ሿT (9)

There are n states in the system. Hence, the size 
of x is n×1. When the simulation starts, the states 
have to be initially set to a certain stating condition. 
Usually, the rule of thumb is to start the states with a 
flat start condition. The states are initialized by setting 
all the real voltages to 1 and all the imaginary voltages 
to 0. However, the states of the grid are tentatively 
known and hence, the grid configuration is pre-
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simulated to get the stable values of the states, which 
results in faster convergence. 

The state transition matrix defines the transition 
of states from current state to next state (Labbe, 
2020). The grid is a very dynamic infrastructure, and 
hence it is extremely difficult to accurately predict the 
next state of the system based on the current state. 
However, in this case, because the states are voltages, 
the Automatic Voltage Regulation (AVR) system 
always tries to stabilize the voltage between ±5% of 
the nominal voltage of 1 P.U, and hence, it is easier 
to compute the state transition matrix. 

This research work uses a different approach in 
calculating F based on the real-world scenario. 
Unlike other research where states are modelled to 
vary randomly between certain ranges, the work takes 
into account that the grid has a dynamic active and 
reactive power demand that varies throughout the 
day, and it affects the states of the system based on 
whether majority of its power comes from 
synchronous generators or PV generators. The day-
ahead demands throughout the day is download from 
California Independent System Operator (CAISO), 
simulated on an IEEE 14 bus configuration and the 
matrix F is calculated for each time step. However, 
the research work would be of no use if F was made 
to be 100% accurate. Instead of using hour-ahead 
demands for F, day-ahead demands are used. And 
because day-ahead demands are slightly inaccurate 
than hour-ahead demands, there is a need for 
accurately predicting the next state by using 
measurements. For instance, the next state from the 
current state is calculated as follows: 

x = ቂx1
x2

ቃ 
xത = ቂA0     0

    Bቃ ቂx1
x2

ቃ 
State transition matrix is a n×n matrix. Here, the 

second equation predicts the next state using F. The 
state x1 changes by a factor of A and x2 changes by a 
factor of B. It is assumed that the states transition only 
depend the state itself and not on other states, the off-
diagonal elements of F are 0. However, in a grid, the 
states do depend on the values of other states which 
has to be taken into account. That is done by 
incorporating state co-variance P and process 
covariance Q. 

As discussed earlier, the state transition matrix 
takes time-dependent state transitions into account 
which is part of the process. Kalman filter also has B 
and u that considers any known external forces or 
variables, which is ignored in this work. However, the 

possibility of any unknown variables changing the 
predictions is huge. The filter should be designed in a 
way that expects some unaccounted variables and 
models uncertainty using it as a variable in the 
equation. The process covariance Q helps the filter 
account for those uncertainties.  

The modelling of Q matrix is very crucial and one 
of the most difficult tasks of a Kalman filter and it is 
important to model Q accurately. If Q is too low, the 
filter will have more confidence in the prediction 
model and ignore noises in the system. If it is too 
high, the filter becomes inaccurate because its 
prediction will be largely influenced by the noise 
(Labbe, 2020). While there are various approaches to 
calculating Q, the appropriate Q matrix was obtained 
in this work by simulating the IEEE bus under various 
load conditions and evaluating the errors obtained in 
the simulation. When following this method, the 
simulation should be iterated numerous times to 
account for various load conditions and uncertainties 
in the grid. 

The measurement covariance R represents the 
predicted observation errors. This is sometimes 
referred as sensor noise and can be estimated easily 
by comparing the expected results with the sensor 
measurements (Labbe, 2020). 

The state covariance matrix P shows the relation 
between all the system states. Mathematically, it is a 
measure of joint probability of two random variables. 
The covariance is defined as: 

covሺX, Yሻ = E[ሺX-EሾXሿሻሺY-EሾYሿሻ] (10)

 where, E[X] is the expected value of random 
variable X. 

A positive value of covariance between two 
variables, or state in this case shows a direct relation 
between those state and a negative value indicates 
inverse relationship. The matrix P is initialized in the 

 
Figure 7: State covariance convergence. 

similar way to the states. It doesn’t have a strict 
requirement like Q because P is optimized in each 
time step of Kalman filter equations, and ultimately 
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converges to a stable value (Labbe, 2020) as shown 
in Fig. 7. 

The state covariance matrix P is a symmetric 
matrix of size n×n where the element Pij shows the 
relationship between states i and j. The Kalman filter 
equations have n states and m measurements. The 
measurements done on the system can be different 
from the states. Therefore, in order to get a residual 
value between the predicted states and measurement, 
all the states have to be converted to the measurement 
space to make mathematics compatible to the same 
operands. Fig. 8 illustrates this concept where the data 
points on the state space are converted to datapoints 
in measurement space using the measurement 
function H. 

In order to convert states x to its measurement 
counterparts z, the m×n matrix H should be chosen 
such that the resulting operation Hx gets converted to 
measurements with elements V1, V5 and V8. Hence, 
it is necessary to first come up with a relationship 
between different voltages. 

y = z – Hx 
 

y = V1
V5
V8

൩   H V1
V2
V3

൩ 

The Kalman gain decides whether the estimation 
should lean towards predicted values or measured 
values based on which value the filter has higher 
confidence in (Labbe, 2020). Kalman gain also 
converges to a stable value as shown in Fig. 9. In 
matrix form, the Kalman gain is a n×m matrix which 
sums each product between Kalman gains and 
measurements for a particular state.  

 
Figure 8: Conversion from state to measurement space. 

4.4 Detection Using Model-based 
Algorithms 

The attack model was simulated on Power World 
Simulator and MATLAB. During the period of the 
attack between 6 PM and 11 PM, a false demand is 
injected by the attacker where the demands are made 
to go higher than expected. The detector  has  a  static 

 
Figure 9: Kalman gain convergence. 

threshold level that determines the normal operation. 
Any voltage levels above or below the normal 
operating ranges will be picked up by the detector and 
the Chi-squared value goes higher as the difference 
between expected values and measured values goes 
high. As Fig. 10 shows, the Chi-squared values kept 
rising and ultimately exceeded the threshold during 
the attack.  

This was an expected behavior. However, running 
a separate simulation with high PV penetration during 
the interval of the attack, the graph was similar and 
indistinguishable. This gives the realization that 
under high PV penetration grid environment, a Chi-
squared detector alone cannot be used as a detector 
because it will give many false positives. As the 
system switches from solar to synchronous depending 
on the generation capabilities, more false detection 
alarms will be generated.  

The results show that the detector is not able to 
differentiate an attack from the poor voltage profile 
of the PV generator. The top graph is simulated with 
an attack, and the bottom graph is simulated with the 
generator switched from synchronous to PV. Hence, 
a traditional Chi-squared based detectors will raise a 
large number of false positives if deployed in grids 
with high PV penetration. A simple solution would be 
modifying the Kalman filter model to expect voltage 
degradation due to the switch to PV.  

However, the problem with this approach is that 
the attacker now has more flexibility for attacks even 
when PV penetration is low and can easily carry out 
attacks without the detector even noticing it. Another 
solution could be changing the Kalman filter model 
dynamically depending on the % of PV penetration in 
the system. While this solution can accurately detect 
attacks, the switch to PV in most of the plants is 
unpredictable, and if the SCADA is compromised, the 
detector is useless. 

A slightly different approach was taken by Wang 
et al. (2022). Dynamic threshold is used based on the 
false alarm rate allowed at the current moment instead 
of  the  static  threshold.   This  allows  adjusting  the 
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Figure 10: Chi-squared values during attacks vs high PV 
penetration. 

false alarm rate during periods where solar 
penetration is high. However, solar generations and 
net-demand is difficult to predict accurately. Wang et 
al. (2022) mentioned that the yin-yang effect of 
Behind the Meter (BTM) PV adversely affects the 
net-demand prediction. Whatever BTM PV supply 
does not get produced (i.e., due to weather), will 
likely result in an increase in demand/load 
approximately equal to the missing BTM supply. 
Hence, the load forecasting algorithm continuously 
misses its day-ahead net demand forecast. The 
algorithm is only as good as the data provided to it, 
and with the increasing number of customers using 
BTM solar plants, the algorithm needs access to data 
from these plants in real time to predict accurately. 
This is currently not feasible because there are too 
many variables to keep track of, and there is 
inconsistency in the available customer data.  

Fig. 11 shows maximum errors in net-demand 
prediction over 10 days between June 16 and 25, 2022 
in the data published by CAISO. On 23rd of June, the 
maximum error was close to 30%. It only backs our 
concern that dynamic threshold-based detectors 
cannot be relied on to make estimations, which makes 
them equally, if not more vulnerable than static 
threshold-based detectors. This is not the only issue 
that makes demand predictions unreliable. Various 
kinds of faults can change the topology of the network 
and alter the power demand at a particular generator. 
The faults are random in nature and is almost 
impossible to predict accurately. 

4.5 Detection Using Machine Learning 
Algorithms 

We have explored four widely used anomaly 
detection algorithms based on Machine Learning to 
learn the behavior of the grid under varying load 
condition and % PV penetration. The training dataset 

 
Figure 11: Errors in day-ahead prediction over a 10-day 
period. 

includes 12 load demands from all months of the year 
derived from California Independent System 
Operator. Each 24-hour demand is then divided into 
5000 loads, and each load on the grid changes 
proportional to that load demand. The crucial part of 
this simulation is that the same simulation is done 
multiple times from 0%-100% PV penetration. The 
load flow data used for simulation are per unit 
voltages and MVAR generation and demand. Hence, 
the grid not only knows how to correlate the grid 
parameters, but any attempt to inject portions of 
parameters like voltages and power demands is 
detected by the anomaly detection model. The 
training model is depicted using Fig. 12. Table 1 
compares the FDIA detection capabilities of machine 
learning and Kalman filter algorithms under 0% PV 
penetration, while Table 2 compares the algorithms 
when there is FDI attack, and the grid is operating 
under 80% PV penetration. A crucial part of our work 
is exploring the behavior of machine learning 
algorithms when the grid is switched to solar. 
Specifically, we are interested in observing if the 
algorithm can differentiate higher PV penetration and 
false data injection attacks, which the Kalman Filter 
based algorithm failed to do. 

As seen in Table 1 and 2, One-class Support 
Vector Machine (OCSVM) algorithm has the best 
accuracy among all the machine learning algorithms, 
but also gives higher amounts of false positives. As 
the Table 2 shows, the machine learning algorithms 
have substantially lower false positive rate than 
Kalman Filter which indicates that the poor voltage 
profile during high PV penetration condition is ruled 
not as attack but to higher solar penetration.  
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Figure 12: Machine learning training model. 

Table 1: FDIA Detection Under 0% PV Penetration. 

Algorithm Precision False 
Positive 

False 
Negative 

Isolation Forest 93.9% 3% 13% 
Local Outlier Factor 93.7% 2% 15% 
OCSVM 96.3% 5% 9% 
Mahalanobis Distance 93.9% 3% 13% 
Kalman Filter 98.1% 1% 5% 

Table 2: FDIA Detection Under Peak Load in 80% PV 
Penetration. 

Algorithm Precision False 
Positive 

False 
Negative 

Isolation Forest 91.7% 4% 14% 
Local Outlier Factor 91.7% 3% 15% 
OCSVM 95.2% 5% 10% 
Mahalanobis Distance 91.7% 3% 15% 
Kalman Filter  68.5% 44% 5% 

The machine learning algorithms are however not 
100% efficient because the difference between the 
characteristics of states during lower PV penetration 
and mild false data injection attack is very subtle, and 
we expect the results to improve with additional 
training of the algorithms. 

5 CONCLUSIONS 

In this paper, we exposed a vulnerability associated 
with model-based detectors and compared how 
machine learning algorithms perform in the same 
scenario. We concluded that the model-based detector 
works best only on a grid environment with little to 
no PV penetration. While dynamic thresholds can be 
used to overcome this problem, we showed that the 
grid’s behavior cannot be predicted accurately well 
ahead of time. To attempt to do it accurately, massive 
amounts of data from large number BTM devices 
would have to be taken, which is not feasible now. 
Finally, it was observed that, if trained substantially, 
machine learning algorithms have the awareness to 

understand if a degrading voltage profile is due to a 
false data injection attack or a switch to PV 
generators.  

The paper used 5000 data points and 14 bus IEEE 
setup for simulation. However, more accurate data 
could be obtained if the simulation was done over 
more load points that spanned a few days or even 
weeks. Similarly, instead of using 14-bus, a larger 
grid setup would have given a more realistic scenario. 
These tasks could certainly be a done as future work 
for the research. Additionally, new algorithms like 
Artificial Neural Networks could be explored for this 
research work. 
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