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Abstract: In recent years, much attention has been paid to the prediction of pedestrian trajectories, as they are one of the
key factors for a better society, such as automatic driving, a guide for blind people, and social robots inter-
acting with humans. To tackle this task, many methods have been proposed but few are from the first-person
perspective because of the lack of a publicly available dataset. Therefore, we propose a method that uses
egocentric vision, which does not need to be trained with a first-person video dataset. We made it possible to
utilize existing methods, which predict from a bird’s-eye view. In addition, we propose a novel way to consider
semantic information without changing the shape of the input to apply to all existing bird’s-eye methods that
use only past trajectories. Therefore, there is no need to create a new dataset from egocentric vision. The ex-
perimental results demonstrate that the proposed method makes it possible to predict from an egocentric view
via existing methods of bird’s-eye view. The proposed method qualitatively improves trajectory predictions
without aggravating quantitative accracy, and the effectiveness of predicting the trajectories of multiple people
simultaneously.

1 INTRODUCTION

Although future trajectory prediction is a challenging
task, it is one of the key factors for a better society,
such as automatic driving, a guide for blind people,
and social robots interacting with humans. This task
has been attracted many researchers (Bhattacharyya
et al., 2019; Gupta et al., 2018; Sadeghian et al., 2019;
Deo and Trivedi, 2020; Lee et al., 2017; Liang et al.,
2020; Mangalam et al., 2020; Zhao et al., 2019). See
(Rudenko et al., 2020) for an overview of future tra-
jectory prediction. Various solutions from different
perspectives have been proposed; however, few have
tried to predict the future location of pedestrians from
egocentric vision because the field of egocentric fu-
ture prediction is very young and still developing, as
mentioned in (Rodin et al., 2021).

The existing methods for predicting the trajecto-
ries of pedestrians can roughly be divided into two
main categories: a third-person viewpoint or bird’s-
eye view (Alahi et al., 2016; Gupta et al., 2018; Zhang
et al., 2019; Pang et al., 2021), and the other pre-
dicts trajectories from a first-person perspective (Yagi
et al., 2018; Qiu et al., 2021; Huynh and Alagh-
band, 2020). While the former method can accurately
use past trajectories in the world coordinate system,
which are the most important information for future

trajectories, as inputs, it cannot use detailed informa-
tion such as a pedestrian’s posture state. In addition,
the former method is, in fact, impractical in terms
of the ubiquitousness and availability of surveillance
cameras, which provide images from the third-person
perspective. The latter method can use detailed in-
formation such as human poses; however, models
predicting trajectories from a first-person perspective
must be trained with an egocentric vision dataset. To
the best of our knowledge, there are few publicly
available datasets of trajectory predictions from ego-
centric vision as first-person video contains private in-
formation such as pedestrians’ faces. In our work, we
made it possible to utilize existing methods of bird’s-
eye coordinates to apply to the egocentric view, which
does not require the creation of a dataset or training
model.

Moreover, none of the previous work (Liang et al.,
2019; Kosaraju et al., 2019; Sadeghian et al., 2019;
Salzmann et al., 2020) tried to change the shape of
the input to adapt to the model structure. Researchers
changed the structure of the model instead, as it is
easy to extract information and integrate it with the
prediction model. Nonetheless, this method of con-
sidering semantic information requires training with
a dataset. There is a publicly available dataset for
bird’s-eye coordinate models; therefore, the segmen-
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tation prediction model can be obtained without a
problem. In contrast, the model from egocentric vi-
sion has a problem in terms of the dataset. We ad-
dressed this issue by proposing a novel method of
considering semantic information that transforms the
boundary information, obtained from the first-person
viewpoint image, into the same shape as the inputs
of the existing model, predicting from a bird’s-eye
view. This leads to unnecessary training with the
dataset from a first-person perspective, but it enhances
the prediction qualitatively while maintaining quanti-
tative accuracy.

To demonstrate the effectiveness of the proposed
method, three main comparisons were conducted.
The first compares prediction accuracy with and with-
out the homographic transformation, the second is a
comparison with and without the terrain information,
and the third comparison is for with and without using
SP (Social Pooling). Regarding the socially accept-
able predictor to make these comparisons, the pre-
trained model of SocialGAN (Gupta et al., 2018) was
used.

In this paper, there are mainly three contributions.

• We made it possible to apply existing methods
that use bird’s-eye coordinates as input to make
forecast them from a first-person viewpoint. We
can benefit from multi-person prediction from ex-
isting methods that considers human-interaction.

• We came up with a novel way of taking semantic
information into account, which applies to all so-
cially acceptable trajectory predictors, using only
the past trajectory, resulting in qualitatively im-
proving the trajectory prediction.

• We realized the proposed method without training
and fine-tuning with an egocentric vision dataset.

2 RELATED WORK

Trajectory prediction can be used for a variety of pur-
poses. One is Autonomous driving. Autonomous
driving must predict the trajectories of pedestrians to
avoid colliding with them. Recently researchers (Cai
et al., 2022; Rasouli et al., 2019; Marchetti et al.,
2020; Poibrenski et al., 2020; Makansi et al., 2020)
have been tackling this issue, and most methods pre-
dict from a driving car’s camera as they would like to
apply the methods to intelligent driving. In this do-
main, a significant number of approaches have been
introduced, as many publicly available datasets have
been provided. In contrast, in this paper, we fo-
cus on predicting from a head-mounted camera of
a pedestrian because the objective is to apply to as-

sistive technologies and social robots that interact
with human. This task, which we would like to ad-
dress, is much more challenging than the one in au-
tonomous driving because few public datasets are pro-
vided, and head-mounted cameras are unsteady com-
pared to driving cameras.

Turning to human trajectory prediction from the
first-person viewpoint, few researchers (Yagi et al.,
2018; Qiu et al., 2021; Huynh and Alaghband, 2020)
have addressed this problem, which aims at socially
acceptable and efficient trajectory navigation. future
person localization (FPL) (Yagi et al., 2018) is the
first work to predict the future locations of people (not
the camera-wearer) in egocentric videos from wear-
able cameras. Then, indoor future person localization
(IFPL) (Qiu et al., 2021), which is the latest work in
this task, was introduced to adapt for indoor scenes.
Both methods take detailed information such as hu-
man body pose into account and predict points of fu-
ture locations or the entire bounding box for pedestri-
ans. Training an end-to-end model for trajectory pre-
diction from an egocentric view is difficult due to the
lack of a dataset. Both sets of authors created datasets
and provide them on request, but these datasets are
less diverse in terms of scene diversity and scale than
existing datasets in areas such as automated driving.
However, the proposed method solves these issues by
performing coordinate transformations using homog-
raphy. This transformation enables us to use existing
methods, with only the past trajectory from a bird’s-
eye viewpoint; therefore, there is no need to train a
model with first-person videos, which creates privacy
issues.

Many more researchers have been attracted by
predicting from a third-person viewpoint or bird’s-
eye viewpoint. The approach can be divided into
two types: using rich information such as a semantic
map of the image (Liang et al., 2019; Kosaraju et al.,
2019; Sadeghian et al., 2019; Salzmann et al., 2020)
and using only the past trajectory (Gupta et al., 2018;
Alahi et al., 2016; Pang et al., 2021; Amirian et al.,
2019; Choi and Dariush, 2019; Zhang et al., 2019;
Katyal et al., 2020). Most of the previous work uses
LSTM-based (Hochreiter and Schmidhuber, 1997) or
Generative Adversarial Network-based (Goodfellow
et al., 2014) models. Using a third-person or bird’s-
eye viewpoint is helpful as they provide accurate past
trajectories in world coordinates without missing in-
formation caused by the occlusion. Nevertheless, they
are impractical due to the availability and ubiquitous-
ness of bird’s-eye viewpoint videos. In contrast, al-
though the proposed method is based on these third-
person viewpoint predictors, it predicts from an ego-
centric view; therefore it is, in fact, practical. As for
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the consideration of semantic information, we devel-
oped the novel idea of considering boundary informa-
tion.

3 METHOD

3.1 Problem Formulation

Let pt
i ∈ R2 denote the position of pedestrian i at

time t in a single image frame where there are
n pedestrians in total. The past trajectory of a
pedestrian i is pi = {pt

i, t = 1,2, ..., tpast}, and P =
{pi, i = 1,2, ...,n} represents the past trajectories of
all pedestrians in a scene. Similar to this represen-
tation, the future trajectory of pedestrian i at time
t is denoted as qt

i . qi =
{

qt
i, t = tpast +1, ..., tpred

}
and Q= {qi, i = 1,2, ...,n} represent the future trajec-
tory of pedestrian i and all future trajectories, respec-
tively. In addition, q̂i =

{
q̂t

i, t = tpast +1, ..., tpred

}
and Q̂ = {q̂i, i = 1,2, ...,n} denote the estimated fu-
ture trajectory of pedestrian i and all estimated fu-
ture trajectories in a scene with the existing socially
acceptable trajectory prediction model fθ, using only
the past trajectories of all pedestrians:

Q̂ = fθ (P) , (1)
where θ is the parameters of a pre-trained trajectory
prediction model. In this work, θ remains unchanged.

In addition, et
i ∈ R2 denotes the position of a fic-

titious pedestrian (defined in Section 3.3) i at time t,
which is the position of an extracted point depicted in
a blue rectangle in Figure 1. The past trajectory of a
fictitious pedestrian i is ei = {et

i, t = 1,2, ..., tpast} and
E = {ei, i = 1,2, ...,m} represents the past trajectories
of all fictitious pedestrians in a scene where there are
m extracted points in total. As the fictitious pedestri-
ans are assumed to be at a standstill, the well-formed
formula

∀i,∃c ∈ R2,∀t,et
i = c, (2)

is established, where c is a two-dimensional bird’s-
eye coordinate. Then, the estimated future trajectories
that consider semantic segmentation information are

Q̂ = fθ (P,E) . (3)
In the following section, we detail the part of co-

ordinate transformation and boundary extraction via
a semantic segmentation map. As our objective is
to utilize an existing pre-trained model without ad-
ditional training because of the lack of first-person
videos for trajectory prediction, the explanation of the
trajectory prediction model is not given.

3.2 Coordinate Transformation

Transforming the coordinates is important in the pro-
posed method because existing methods, which use
bird’s-eye coordinates, cannot be applied to infer
from the first-person perspective without this technol-
ogy, as proved in Section 4.2. One of the advantages
of using methods that predict from the world coordi-
nate system is that past trajectories are well consid-
ered.

Coordinate transformation is applied to pedestri-
ans’ foot coordinates and the extracted points using
semantic segmentation, as shown in Figure 1. As
can be seen in Figure 1, for each image frame, ob-
ject detection (Carion et al., 2020; Redmon et al.,
2016) is applied to detect the pedestrians in the im-
age, and then the center of the two bottom corners of
the bounding box is regarded as each detected per-
son’s foot coordinate in the screen coordinate system.
After the screen coordinates are found, Equation 4 is
applied to transform the coordinates from an image
screen system to a world system:

[R|t]−1 K−1

u
v
1

=

X
Y
Z

 , (4)

where K is the intrinsic matrix of the camera, R is the
rotation matrix, t is the translation vector, u and v are
two-dimensional coordinates in the image, and X ,Y,
and Z are three-dimensional coordinates in the world.
The height, Y, in the world coordinate system is un-
necessary for the input data as we use the trajectory
predictor, forecasting from a bird’s-eye view.

By performing this transformation for each image
frame with the corresponding camera parameters, the
input data for trajectory prediction is prepared. In the
same way, the extracted points, which are detailed in
Section 3.3, are also transformed to bird’s-eye coordi-
nates. This is done every d frame, unlike the detected
pedestrians, as a single image provides boundary in-
formation within 15 m from the camera-wearer.

3.3 Boundary Extraction

Normally, semantic segmentation (Xie et al., 2021;
Yuan et al., 2020) is integrated with the prediction
module when the semantic information should be
considered; however, in the proposed method, seman-
tic information is obtained by converting the inference
results of semantic segmentation to the same input as
the trajectory predictor. This is shown in Figure 2.
This aims to avoid pedestrians’ trajectories from be-
ing in inappropriate areas such as outside the road or
on the wall. To do that, we regarded extracted bound-
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Figure 1: An overview of the proposed method for a single agent. The part surrounded by a red rectangle at the top left of
the image shows how to transform the human past trajectories into bird’s-eye coordinates. The part surrounded by a blue
rectangle at the bottom left of the image shows how the border information is transformed and compressed to the bird’s-eye
coordinates in the proposed method. (SS stands for semantic segmentation).

Figure 2: The concept of the proposed consideration of
boundary information. The boundary information is ob-
tained by regarding each extracted point as a standing ficti-
tious pedestrian.

ary points, which are between inappropriate areas or
not, as standing pedestrians. We call them fictitious
pedestrians because there are no pedestrians on the
boundary in the real world. As the existing trajectory
predictor we used considers the avoidance of collision
between pedestrians, the predicted trajectories will be
in the appropriate area by using these fictitious stand-
ing pedestrians.

As can be seen in the blue rectangle in Figure
1, a first-person view image goes through semantic
segmentation neural networks to be segmented into
several classes, including roads and sidewalks. Af-
ter obtaining the semantic segmented image, a mask
image, with which it is determined whether the class
is a walkable area or not, is generated. In our case,
road and sidewalk classes are walkable areas, and the
others are unwalkable areas. Then, many points of
the boundary between prohibited and permitted areas
are extracted from the masked image, and each point
is transformed into the world coordinate system and

given a specific identification number. In this way,
boundary information is transformed into the same
shape as the input of simple trajectory predictors such
as SocialGAN.

As the trajectory prediction method, we used the
same method as SocialGAN: 3.2 s for observation and
the same amount of time for future prediction. A one-
time step is defined as 0.4 s; therefore, there are eight
time steps for observation and prediction, resulting in
the need for 16 time steps to evaluate the predicted
trajectory.

4 EXPERIMENTS

4.1 Overview

To prove the effectiveness of the proposed method, we
compared the prediction accuracy with and without
coordinate transformation, with and without consider-
ation of boundary information, and with and without
consideration of social interaction. The first and third
comparisons were made with the metrics of two ma-
jor trajectory prediction accuracy: average displace-
ment error (ADE) and final displacement error (FDE),
whereas the second comparison was made with the
number of times that a pedestrian goes in a prohibited
area, as well as the two distance metrics.

For the dataset to perform these experiments, we
collected it ourselves, using an application that pro-
vides image sequence and camera parameters via
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Naive SocialGANGround Truth SocialGAN

Figure 3: Qualitative results of trajectory predictions with
and without coordinate transformation.

ARKit1. The dataset has a variety of scenes in terms
of the number of pedestrians and the type of prohib-
ited area around pedestrians, such as bushes next to
roads or buildings walls. This dataset contains 10 dif-
ferent scenes and around 100 input sequences in total.

4.2 Necessity of Coordinate
Transformation

To accurately transform the coordinates from the
screen system, to the world system, we utilized the in-
trinsic and external matrices provided by ARKit. As
shown in (Seiskari et al., 2022), the performance of
ARKit is comparable to the state of the art; thus, it
enables us to get precise camera parameters. How-
ever, even if ARKit provides precise intrinsic, rota-
tion, and translation matrices, it is difficult to get the
exact world coordinates at points that are far from the
camera-wearer. The transformation becomes worse
and less accurate when the object points are more than
15 m from the camera-wearer. Although ARKit has
this problem, which has a negative effect on the in-
put data for trajectory prediction, the transformation
is almost perfect if we use object points within 15 m
of the camera.

To make this comparison, the difference is two-
dimensional coordinates of input, and there are no
differences in terms of the model or dataset. For the
non-coordinate transformation, the pedestrian’s foot
coordinate in the image frame was used as the input
for the trajectory predictor. The results are summa-
rized in Table 1, and qualitative results are shown in
Figure 3.

As Table 1 indicates, the average and final errors
are huge if we do not apply the coordinate transfor-
mation. The trajectory prediction without coordinate
transformation is inconsistent because the sequence
of two-dimensional coordinates also lacks consis-
tency, as can be seen in Figure 3. Each coordinate
in the image depends on where the camera-wearer is
and which direction the camera faces. In this sense,
coordinate transformation, from the screen coordinate
system to the world coordinate system, helps to main-

1url:https://developer.apple.com/documentation/arkit/

OursGround Truth SocialGAN

Figure 4: Qualitative results of trajectory predictions with
and without the addition of fictitious pedestrians that are on
the boundaries between appropriate and inappropriate ar-
eas.

tain consistency between image frames, as the world
coordinates are independent of the translation or rota-
tion matrices of the camera.

4.3 Effectiveness of Distributing
Fictitious Pedestrians

Similar to the previous experiment, the comparison
between with and without using boundary informa-
tion was performed in the same environment except
for the input of the trajectory predictor. The input
with and without the boundary information has the
same input in terms of real pedestrians, but the for-
mer input contains the world coordinates of fictitious
pedestrians as well as those of non-fictitious pedestri-
ans. The results are summarized in Table 1, in which
how many times pedestrians were predicted to pene-
trate prohibited areas (we call the percentage of this
figure “area error”) is shown in addition to the quan-
titative metrics, and qualitative results are shown in
Figure 4.

As can be seen in Table 2, both quantitative met-
rics, ADE and FDE, are neither improved nor de-
graded; however, the area score is substantially en-
hanced with the addition of the boundary informa-
tion to the input. It helps reduce the number of times
pedestrians are forecast to be in the inappropriate area
by half.

4.4 Effectiveness of Predicting Multiple
Pedestrians Simultaneously

To show the effectiveness of considering multiple
pedestrians at once, we compared between with and
without social pooling in the prediction model. As
can be seen in Table 1, ADE and FDE are improved if
we consider the social interaction in a scene at once.
In addition, as shown in Figure 5, the model that
considers social interaction improves trajectory pre-
diction qualitatively: A collision can be observed if
we do not use social pooling. Social pooling was in-
vented several years ago; however, most of the previ-
ous work of first-person perspective (Yagi et al., 2018;

VISAPP 2023 - 18th International Conference on Computer Vision Theory and Applications

628



Table 1: Results for the comparison in terms of three metrics: ADE, FDE, and area error.

Naive Social-
GAN

SocialGAN w/o SP SocialGAN(Gupta
et al., 2018)

Ours

ADE 27.22 10.65 9.07 8.93
FDE 50.08 13.12 9.34 9.33
area error - - 0.417 0.202

Table 2: Comparison of the techniques for each method.

Naive SocialGAN SocialGAN w/o SP SocialGAN Ours
Coordinate transformation ✓ ✓ ✓

Social pooling ✓ ✓
Boundary information ✓

SocialGAN w/o SPGround Truth SocialGAN

Figure 5: Qualitative results for trajectory predictions with
and without social pooling.

Qiu et al., 2021) does not consider social interaction
because they created the dataset on their own. How-
ever, the annotation was done by only one pedestrian
in a scene, even if there are several pedestrians. In
this sense, the proposed method, which utilizes exist-
ing methods, is much less expensive in terms of cost,
as we realized multiple pedestrians prediction without
high annotation costs.

5 CONCLUSIONS

In this work, we present a method that takes egocen-
tric view video as input but applies the existing pro-
cess, predicting from a bird’s-eye coordinate to avoid
being hindered by privacy issues and to utilize the cur-
rent fairly good predictors. This approach improves
the drawbacks of the first and third-person perspec-
tives: the huge cost of creating an egocentric vision
dataset, and the lack of ubiquitousness and availabil-
ity of surveillance cameras, respectively. Moreover,
we propose a novel method for considering boundary
information, resulting in reducing the percentage of
predictions that pedestrians will be in an inappropri-
ate area by half. In addition, our method can predict
multiple pedestrians at once from the first-person per-
spective, leading to better prediction accuracy and the
avoidance of collisions among pedestrians.
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