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Abstract:  The appropriate use of accurate clinical classification is of great importance for appropriate clinical diagnosis, 
treatment, and for meaningful clinical research. Current clinical classification methods lack unified norms and 
methods in feature selection, number of classification, and classification methods. It has thus become 
necessary to discuss and critique current methods of clinical classification, and to discuss and formulate 
constructive opinions regarding clinical classification in the future. We conducted a literature review of open 
source references containing predetermined terms published in Chinese and English from 2003 to 2021. Our 
search retrieved 59 studies concerning classification methods among different diseases. General processes, 
feature selection, and classification methods of clinical classification were then summarized and analyzed. 
The existing problems of current literature in clinical classification data sources, feature selection, number of 
classification, and methods were analyzed. We then propose targeted measures with respect to these problems, 
to help researchers find a suitable method for classification. Through a literature review, we have discovered 
the shortcomings of current clinical classification methods, and herein suggest corresponding 
countermeasures. We hope to improve the scientific basis of future classification methods and the 
interpretability of classification results by implementation of the countermeasures proposed in this review, so 
that classification results can be more universally recognized, and used over a wider range. 

1 INTRODUCTION 

In the process of analyzing clinical disease data, as 
the clinical manifestations of disease become 
relatively atypical and lacking in specificity, 
researchers usually classify patients based on one or 
more clinical features and thus conduct research on 
different categories of patients, in order to enable 
clinicians to gain a deeper understanding of the 
characteristics and pathological changes of diseases, 
and to execute targeted diagnosis and treatment. This 
process is called clinical classification. In the process 
of China's response to the COVID-19 epidemic, 
accurate classification has reduced the mortality rate 
and severe disease rate, and improved the cure rate, 
which showed that clinical classification was of great 
significance. (CDC, 2020) 

Science-based clinical classification not only 
helps doctors focus on the specific disease-related 
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changes of different types of patients and formulate 
appropriate treatment plans, but also assists doctors in 
accurately assessing the patient's disease evolution 
and prognosis. Especially for medical staff in remote 
areas and resource-limited countries, and in regions 
with insufficient medical resources, scientific 
classification results can effectively guide the 
diagnosis and treatment of patients, so as to 
accurately control the patient's condition, improve the 
patient's prognosis, and reduce the rate of clinical 
deterioration and mortality. 

Taking current ideas and methods of clinical 
classification into account, this paper summarizes the 
general clinical classification process, feature 
selection methods, and classification methods, 
discusses the existing problems in current clinical 
classification methods, and proposes 
countermeasures to these problems. The purpose of 
this review is to help improve the scientific basis of 
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clinical disease classification methods, to enhance the 
interpretability of clinical classification results, and to 
allow more researchers to find consensus with 
classification results of different datasets. 

2 METHOD 

Literature data was obtained through the following 
websites: https://pubmed.ncbi.nlm.nih.gov and 
https://www.cnki.net. Search keywords included 
'clinical', 'feature selection', 'classification', and 
'cluster'. The search language for 
https://pubmed.ncbi.nlm.nih.gov (Pubmed) was 
English, and the search languages for 
https://www.cnki.net/ (CNKI) were Chinese and 
English. 

In the literature review, we focused on the feature 
selection methods and classification methods of each 
literature item, and conducted a comparative analysis. 
Since there are currently more than 300,000 Chinese 
and English documents related to clinical 
classification and clustering, after screening the 
content of the title, abstract, and methods, based on 

the authors' understanding of these papers, we 
included 59 articles for our review published in 
English and Chinese from July 2003 to September 
2021.  

3 RESULTS 

Through literature review, we evaluated the general 
process of clinical classification, and summarized 
feature selection methods and clinical classification 
methods. The relevant results were as follows. 

3.1 Summary of General Clinical 
Classification Process  

Based on the literature review, we found that clinical 
classification can be understood to be a rigorous data 
analysis process, and its general classification process 
is shown in Figure 1. The modeling process of the 
clinical classification process includes data source 
preparation, feature selection, classification method 
design, statistical analysis and interpretation of 
classification results, and knowledge archiving. 

Feature 
selectionData source Classification or 

clustering

Clinical analysis of 
classification/clustering results

Knowledge 
archives

 
Figure 1: General flow chart of clinical classification. 

Generally, data preparation (Ahady, 2021; Shuai, 
2018, Sun, 2020) included data collection, data 
integration, data cleaning, data conversion, and data 
specification, among which data cleaning, data 
conversion, and data specification are collectively 
referred to as data preprocessing. Since both data 
preparation and statistical analysis have standard 

research methods, we then reviewed the feature 
selection and classification method design by the 
general flow chart of clinical classification. The 
methods for feature selection and classification 
method extracted from the 59 studies are showed in 
Table 1. 

Table 1: Methods for feature selection and classification method extracted from 59 studies. 

  Total Number Reference Number

Feature selection 

Feature selection based on consensus or professional 
experience 55 4-55, 61, 62, 63 

Feature selection based on risk factor analysis 2 56,57 
Feature selection based on the machine learning model 2 59-60 

Clinical 
classification 
methods 

Standard or consensus-based classification methods 7 4-7,21,23,61 
Personal professional knowledge and clinical 
experience-based classification methods 31 8-13, 18-20, 22, 24-

40, 56, 57, 62, 63 
Supervised learning classification model-based 
classification methods 6 14-16, 55, 59, 60 

Unsupervised learning clustering model-based 
classification methods 15 17, 41-54 
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3.2 Feature Selection 

It is generally accepted that a patient generates a 
substantial volume of disease-related data, including 
demographic information, physical examination 
information, auxiliary examination information, 
clinical disease characteristics, pathological change 
information, treatment information, prognostic 
information, etc. These data contain hundreds of 
individual features. Since the selection of different 
features directly affects the classification results, 
precisely which features are to be selected for clinical 
classification is an important step in the clinical 
classification of patients. 

In current literature, feature selection methods for 
clinical classification mainly include 3 types, i.e., 
feature selection based on consensus or professional 
experience, feature selection based on risk factor 
analysis, and feature selection based on a machine 
learning model. 

(1) Feature selection based on consensus or 
professional experience 

Most clinical classification literature (Chen, 2020; 
Xiang, 2009; Shi, 2010) did not clearly indicate 
specific feature selection methods. The features used 
for clinical classification in these documents were 
used directly, without specific reasons for their use 
being given. We can think of the method used here to 
select features as based on the author's personal 
understanding of the disease or their clinical 
experience. 

(2) Feature selection based on risk factor analysis 
Risk factor analysis included risk factors for 

mortality (Yuan, 2020) and risk factors for prognosis 
(Wang, 2020). The basic idea underlying this method 
was to use single factor analysis and logistic 
multivariate regression analysis to find features that 
could be used to classify patients. 

(3) Feature selection based on the machine 
learning model 

The feature selection algorithm is a machine 
learning model that can reduce the complexity of a 
problem and improve the accuracy, robustness, and 
interpretability of the algorithm (Li, 2019). Feature 
selection models used in clinical classification mainly 
include Recency Frequency Engagements (RFE) 
(Noor, 2015) and the SelectKBest method, based on 
the Chi-Squared test (Li, 2020). 

3.3 Clinical Classification Methods 

After the features have been selected, the authors of 
these articles then use these features to carry out 
clinical classification. The main classification 

methods can be regarded as standard or consensus-
based classification methods, personal professional 
knowledge and clinical experience-based 
classification methods, supervised learning 
classification model-based classification methods, 
and unsupervised learning clustering model-based 
classification methods. 

(1) Standard or consensus-based classification 
methods 

Standard or consensus-based classification 
methods mainly use guidelines published by 
professional institutions (CDC, 2020), diagnosis and 
treatment standards (Thijs, 2010; Viprakasit, 2018; 
Jessica, 2018), expert consensus statements (Chen, 
2020), and traditional medicine diagnosis and 
treatment rules (such as Tibetan medicine (Hua, 
2020) and traditional Chinese medicine (Tian, 2021) 
to carry out clinical classification. 

Since guidelines published by professional 
institutions, diagnosis and treatment standards, expert 
consensus, and traditional medical diagnosis and 
treatment rules are based on the sum of the 
professional knowledge system of most authoritative 
experts, this clinical classification method can be 
regarded as a method based on expert knowledge.  

(2) Personal professional knowledge and clinical 
experience-based classification methods 

The personal professional knowledge and clinical 
experience-based classification methods rely on the 
professional knowledge and understanding of the 
disease by individual doctors and researchers. This 
clinical classification method often uses statistical 
analysis on one or more feature values to achieve 
classification. 

This method is more commonly used in current 
literature articles. Since many diseases do not have a 
standard classification method, many authors of 
articles select some clinical or other feature to classify 
patients based on personal professional knowledge, 
experience, and their understanding of the disease. 
Because this classification method involves high 
subjectivity, different professionals may generate 
different classification results. 

Currently, personal professional knowledge and 
clinical experience-based classification methods use 
clinical manifestations or symptoms (including 
clinical, pathophysiological mechanism, pathological 
features, anatomy, pathology, and patient status) 
(Monica, 2020), treatment programs (Sun, 2013), 
genome sequencing results (Sandra, 2018), and non-
clinical medical conditions (such as medical 
insurance (Xiang, 2009), and distinction between 
inpatients and outpatients (Shi, 2010) to classify 
patients. 
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(3) Supervised learning classification model-
based classification methods 

The supervised learning classification algorithm 
is an algorithm that establishes independent reference 
standards in the labeled training data, built 
classification models (such as support vector machine 
(SVM), logistic regression (LR), etc.), and classifies 
new data on this basis. 

Current clinical classification methods based on 
supervised learning models include SVM (Jonathan, 
2016), neural networks with principal component 
analysis (Ahmad, 2020), decision tree analysis 
(Ahmad, 2020), elastic net (Ahmad, 2020) random 
forest (Varol, 2020), multilayer perceptron (Varol, 
2020), and extreme gradient boosting (Ma, 2020). 

(4) Unsupervised learning clustering model-based 
classification methods 

Clustering is an unsupervised learning algorithm 
that completely relies on the natural characteristics of 
samples for identification. The basis of the clustering 
concept is that for a given data set of M samples, a 
given the number of clusters (K) (K<M) initializes the 
category to which each sample belongs. Then, 
iteration and reclassification of the data set according 
to certain rules changes the class relationship between 
samples and clusters, so that each new division is 
better classified than the previous division (Zhang, 
2019). 

Current unsupervised learning clustering model-
based methods for clinical classification includes 
Latent class analysis (LCA) cluster (Ning, 2019), K-
means (Arun, 2020), Meanshift (He, 2019), 
hierarchical clustering (Laszlo, 2020), and scClustViz 
(Brendan, 2018). 

4 DISCUSSION 

4.1 Problem Summaries 

Although current classification methods can solve 
some of the problems faced by clinical researchers, 
because different authors of articles have a different 
understanding of data sources, feature selection, 
number of classification, classification methods, and 
classification results evaluation, it is difficult to form 
a consensus on the classification results. These results 
lack interpretability and universality, which affects 
the promotion and application of the classification 
results. 

(1) Data sources 
In terms of data sources, because the data sources 

used for classification are different, the data volume 
and data quality of these data sources will also be 

different (Wu, 2003). If the amount of data is small 
and the quality of the data is poor, the credibility and 
interpretability of the classification results will be 
correspondingly reduced.  

At the same time, most of the data used for clinical 
classification is limited to the structured data from the 
electronic medical record database, and there is a lack 
of combined use of unstructured data and structured 
data, such as text data (such as physical patient case 
records) and image data (such as medical imaging 
data), which may influence the credibility of the 
classification results. 

(2) Feature selection 
Feature selection results have a direct and 

significant impact on the classification results. 
Because different researchers have different levels of 
professional knowledge and understanding, current 
feature selection methods cause different authors to 
choose different features for classification on an 
identical issue (Tian, 2021). At the same time, these 
feature selection methods lack consideration of the 
correlation among features. These issues cause 
difficulties in reaching consensus with respect to 
clinical classification results. 

(3) Number of classification 
It is also difficult to reach consensus to determine 

the number of classification using current clinical 
classification methods. Under normal circumstances, 
most of the literature (CDC, 2020) will determine the 
number of patient classifications based on the 
patient's condition or certain disease characteristics, 
and some authors will also perform secondary 
classification using the initial classification results 
(Zou, 2003). However, there is a lack of theoretical 
support for the number of classification, resulting in 
different authors using a different number of 
classification for the same disease. For example, Wu 
et al., (Wu, 2003) classified Severe Acute Respiratory 
Syndrome (SARS) into ordinary, mild, severe, and 
very severe, while Zou et al., (Zou, 2003) classified 
SARS into ordinary, severe, and very severe. 
Therefore, in this example, the question remains as to 
whether SARS should be stratified into three or four 
categories. Unfortunately, different articles fail to 
explain the reasons for their chosen number of 
classification in detail, and these articles can only 
justify their own classifications, which also causes the 
classification results to not be widely recognized. 

(4) Selection of classification methods and 
evaluation of classification results 

Classification method was another important 
factor that affected clinical classification results. 
Different classification methods may generate 
different classification results. Most clinical 
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classification results based on personal professional 
knowledge are validated based on statistical analysis 
(Monica, 2020; Emmanuel, 2018; Vincenzo, 2021). 
Such classification evaluation can only explain the 
rationality of the classification method, but does not 
indicate whether there were other better classification 
methods and results available. 

At the same time, some classification models did 
not compare the classification results with familiar 
models, nor do they use credible classification 
evaluation indicators to evaluate the classification 
results. For example, Arun S et al., (Arun, 2020) only 
used K-means for clustering; however, this paper did 
not compare the results of the model with results of 
other clustering models; meanwhile, the classification 
results were not analyzed by using clustering effect 
evaluation indicators, and the authors thus cannot 
vouch for the credibility of their classification results. 

4.2 Strategy  

Taking the above problems into account, we propose 
the following countermeasures to improve the 
credibility and interpretability of classification 
results. 

(1) Data source 
In order to improve the quantity and quality of 

data, we recommended that researchers delete all 
private data from patients and open source all the 
original data. When discussing clinical classification, 
researchers should also try to use open source data, 
and use structured data and unstructured data at the 
same time, so that the results of classification can be 
recognized by more people. Current open source 
medical data sets and databases include the breast-
cancer-Wisconsin data set, the Pima-Indians-data set, 
the COVID-19 data set, and the Artificial Intelligence 
Center of Stanford University for Medicine and 
Imaging (AIMI) free repository of medical imaging 
data sets, et al. At the same time, in order to improve 
the quality of data, before classifying clinical data, 
data preprocessing is required, including data 
standardization, outlier and missing value processing, 
and data integration (Ahady, 2021). 

(2) Feature selection 
We recommended using expert knowledge + 

mathematical models to scientifically select clinical 
classification features. The selection of clinical 
classification features can use expert knowledge to 
screen important clinical features first, and 
subsequently the feature selection model to determine 
the importance of the features to the classification 
results, and finally the expert knowledge and feature 
selection model to comprehensively decide which 

features may be used for classification. This feature 
selection method not only uses expert knowledge and 
thus conforms to the public's expectation, but also 
uses a mathematical model, which enhances the 
scientific base of the classification feature selection 
method, and the selected features are thus more easily 
identified by professionals. 

At the same time, there is another concept in the 
feature dimensionality reduction model called feature 
extraction, which uses existing features to combine 
and generate new features (He, 2019; Li, 2019). For 
example, CD4/CD8 ratio is a combined feature. This 
combined feature has a certain relationship with non-
AIDS diseases (Cristina, 2015) and immune function 
reconstruction (Jing, 2018), and has clinical 
significance for its research. Therefore, the feature 
extraction method can also be attempted in the feature 
selection method. 

(3) Number of classification and classification 
model 

The process of determining the number of 
classification and the classification model should be 
carried out at the same time. Firstly, based on expert 
knowledge and the characteristics of the data used for 
clinical classification, the scope of the number of 
classification should be determined. Then the 
appropriate classification model should be selected 
based on the volume of data and the characteristics of 
the data. 

For supervised clinical data, typical supervised 
learning models could be selected for clinical 
classification (Jonathan, 2016), including logistic 
regression, linear regression, support vector machine, 
random forest, neural network, and so on.  

For unsupervised clinical data (Zhang, 2019), 
clustering algorithms could be used for classification. 
If the amount of data is less than 1012 bytes, it can be 
considered to be a small sample analysis. The 
algorithms used included partition clustering (such as 
K-means Clustering (Arun, 2020)), hierarchical 
clustering (such as Agglomerative Hierarchical 
Clustering (Laszlo, 2020)), artificial neural network 
clustering (such as Self-Organizing Map), nuclear 
clustering (such as Support Vector Clustering), 
sequence data clustering (such as Trajectory 
Clustering), etc. For massive unsupervised clinical 
data, distributed clustering or parallel clustering may 
be selected for clinical classification (Zhang, 2019).  

If there is only a small amount of supervised 
learning clinical data and a large amount of 
unsupervised learning clinical data, a semi-
supervised learning model (Qin, 2019) could also be 
used for clinical classification. Related methods 
include Constraint-based Semi-supervised Clustering 
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(Wei, 2018), Distance-based Semi-supervised 
Clustering (Yang, 2016), and Constraint and Distance 
based Semi-supervised Clustering (Yu, 2014). 

After classification is completed, the different 
classification results need to be evaluated and 
compared. Supervised learning models generally 
used Precision, Recall, Accuracy, or F1-scores for 
evaluation (He, 2019). If cross-validation was used to 
prevent overfitting, then the cross-validation score is 
used for evaluation. Unsupervised clustering models 
generally use external indicators (such as the Jaccard 
Coefficient, the Fowlkes and Mallows Index, and the 
Rand Index) and internal indicators (such as the 
Silhouette Coefficient, the Davies-Bouldin Index, 
and the Dunn Index) to evaluate results (Johns, 2020). 

The number of classification and the classification 
models determined by the above methods are 
supported by expert knowledge and mathematical 
models, which can improve the underlying scientific 
basis of the classification methods and the 
interpretability of the classification results, and lead 
to the classification results being recognized by more 
medical professionals. 

5 CONCLUSION 

This review summarizes the general ideas of clinical 
classification, the selection of clinical classification 
features and classification methods, illustrates current 
shortcomings of clinical classification, and proposes 
corresponding countermeasures.  

In the future, it is hoped that a large number of 
data sets and more universal classification methods 
are introduced to assist clinicians and scientific 
researchers in the task of classification. 
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