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Abstract: This paper presents a novel approach to driving smart wheelchairs using Computer Vision algorithms. When 
a user makes a movement, the new approach identifies that movement and utilises it to control a smart 
wheelchair. An electronic circuit is created to connect a camera, a set of relays and a microcomputer. A 
programme was created using Python programming language. The program detects the movement of the user. 
Three algorithms for Computer-Vision algorithms are used: Background Subtraction, Python Imaging Library 
and Open Source Computer Vision (OpenCV) algorithm. The camera was pointed towards the user a body 
part used for operating the smart wheelchair. The new approach will detect and identify the movement, the 
programme will analyse the movement and control the smart wheelchair accordingly. Two User Interfaces 
were built: a simple User Interface to control the architecture and a technical interface to adjust sensitivity, 
movement detection settings and operation mode. Testing revealed that OpenCV produced the highest 
sensitivity and accuracy compared to the other algorithms considered in this paper. The new approach 
effectively identified voluntary movements and interpreted movements to commands used to drive a smart 
wheelchair. Future clinical tests will be performed at Chailey Heritage Foundation. 

1 INTRODUCTION 

A novel approach for operating a smart wheelchair 
using an image processing algorithm and a Raspberry 
Pi is presented. The work presented is part of research 
conducted by the authors at the University of 
Portsmouth and Chailey Heritage Foundation funded 
by the Engineering and Physical Sciences Council 
(EPSRC) (Sanders and Gegov, 20180. The main aim 
of the research is to apply AI techniques to powered 
mobility to improve the quality of life of powered 
mobility users. 

Around 15% of the world’s population has been 
experiencing some type of disability with 2 to 4% of 
the population with disability bieng diagnosed with 
major problems in mobility (Haddad and Sanders, 
2020). Population ageing and the spread of chronic 
disease have increased these numbers (Haddad and 
Sanders, 2020; Krops et al., 2018). The type of 
disability is shifting from mostly physical to a more 
complex mix of physical/cognitive disabilities. New 

systems, transducers and controllers are required to 
address that shift. People with impairment often had 
poorer quality of life than others (Bos et al., 2019). 
New Smart input devices are required that use the 
dynamic movement of body-parts using new 
contactless transducers to consider users’ level of 
functionality rather than the type of disability and 
determine user intentions. 

George Klein created the first powered wheelchair 
in collaboration with the National Research Council 
of Canada to help wounded users during the Second 
World War (Frank and De Souza, 2018). Since then, 
powered mobility often became a preferred option for 
people with disability (Frank and De Souza, 2018). 
Many researchers worked on improving navigation 
and steering of powered mobility by creating new 
systems. Sanders et al. (2010; 2021a) used a sensor 
structure to control wheelchair-veer and enhance 
driving. Many researchers used zero-forced sensing 
switches to operate powered wheelchairs (Haddad et 
al., 2021a). Sanders and Bausch (2015) used an expert 
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system that analysed users’ hand tremors to improve 
driving. Sanders (2016) considered self-reliance 
factors to develop a system that blended control 
between powered wheelchair drivers and an 
intelligent ultrasonic sensor system. Haddad et al. 
(2019; 2020a; 2020b) used readings from ultrasonic 
sensor arrays as inputs to a Multiple Attribute 
Decision Making (MADM) system and blended the 
outcome from the MCDM system with desired input 
from a user to deliver a collision-free steering 
direction for a powered wheelchair. Haddad and 
Sanders (2019) used a MADM method, 
PROMETHEE II, to propose a safe path. Haddad et 
al. (2020c; 2020d) utilized microcomputers to 
develop intelligent Human-Machine Interfaces 
(HMI) that safely steered powered wheelchairs. Many 
researchers created intelligent systems to collect 
drivers’ data for analysis (Haddad et al., 2020e; 
Haddad et al., 2020f; Sanders et al., 2020a; Sanders 
et al., 2020b; Sanders et al 2021b) and applied AI 
techniques to powered mobility problems, deep 
learning to safely steer a powered wheelchair 
(Haddad and Sanders, 2020), rule-based systems to 
deliver a safe route for powered wheelchairs (Sanders 
et al., 2018), intelligent control and Human-Computer 
Interfaces based on expert systems and ultrasonic 
sensors (Sanders et al., 2020c, image processing 
algorithms and facial recognition to identify powered 
mobility drivers (Tewkesbury, 2021; Haddad et al., 
2021b) The system created aimed at enhancing the 
quality of life of powered wheelchair users and 
increasing their mobility. 

Powered wheelchair users often produced a 
voluntary movement to activate an input device used 
to drive their wheelchair. Users often used a joystick 
or a switch to indicate the desired direction and speed. 
Examples of other input tools included foot control, 
head or chin controllers or sip-tubes and lever 
switches.  

Discussions with Occupational Therapists (OTs), 
carers and helpers at Chailey Heritage 
Foundation/School showed that some students lacked 
the ability to provide enough hand movement to use 
a joystick or a switch and the click noise produced 
from closing switches disturbed the attention of some 
of the young wheelchair drivers diagnosed with a 
cognitive and physical disability. 

The approach presented in this paper is considered 
a new way to operate a smart wheelchair using a 
minimal amount of limb/thumb movement and zero 
force sensing. The new approach aimed to detect 
users’ hand/thumb movement and use that movement 
to operate a powered wheelchair. 

2 THE NEW APPROACH  

The new approach used an electronic circuit and 
a Python program to detect movement and 
operate a powered wheelchair. The circuit 
connected a camera with a Raspberry Pi and a 
relay. The camera was directed to the user’s 
body part responsible to generate a voluntary 
movement. 

The program was installed onto the 
Raspberry Pi and triggered the camera to 
continuously take images. Three Computer-
Vision algorithms were considered. A simple UI 
with four buttons was created to operate the new 
system as shown in figure 1. The simple UI was 
designed to match the level of functionality of 
potential users who had an intellectual disability. 
It had a straightforward operation and offered an 
appropriate match between desired commands 
and user abilities (Lewis, 0221). 

To detect movement, the Start button shown 
in figure 1 would be pressed. Due to safety 
concerns, the system would not start detecting 
movement until the Start button was pressed. 

 
Figure 1: UI used to operate new approach. 

2.1 Background-Subtraction Algorithm 

The first algorithm considered in the new 
approach was a Background-subtraction method. 
The method compared consecutive image 
frames. A Technical Interface (TI) was created 
to adjust image and movement detection settings 
as shown in figure 2. 

The UI had 8 track-bars used to modify the 
image and movement detection settings: 
 Display Video: Display detected 

movement on a display screen. 
 Motion Speed: The number of consecutive 

frames containing motion. 
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 Sensitivity: The minimum absolute 
difference for a given pixel in two 
consecutive frames to be identified as 
changed. 

 Height in Pixels: Height of image in pixels. 
 Width in Pixels: Width of image in pixels. 
 Frames per Second: The number of 

captured images per second. 
 Detection Area in Pixels: The minimum 

number of adjacent changed pixels in two 
consecutive frames required to be 
identified as changed. 

 Switch Activation Time: This track-bar 
allowed the new approach to function in 
two different modes: Switch mode and 
Time-Delay mode. Setting the Switch 
Activation Time to 0 would allow the 
system to function in switch mode, where 
the system would activate the relay when 
movement was detected and deactivate it 
when no movement was detected. Setting 
the Switch Activation Time to a value 
other than 0 would allow the system to 
function in Time-Delay mode, where if a 
movement was detected, the system would 
activate the relay for the value set by the 
track-bar (in seconds), then the relay would 
be deactivated if no further movement was 
detected. 

Once track-bars were set to the desired values 
and Apply Settings button was clicked, the 
approach stored all values in a CSV file. These 
settings were used to detect movement for 
different users. 

When the Start button from the UI was 
pressed, the approach used the settings stored in 
the CSV file and Background-subtraction to 
compare each pixel of the new frame with the 
previous frame. If a pixel in the new frame was 
changed by a value more than the Sensitivity 
value and a number of adjacent pixels identified 
as changed were larger than the Detection Area, 
the system would draw a green contour around 
the changed pixels and would identify the new 
frame as changed as shown in figure 3. Where 
figure 3a shows a user’s thumb when no 
movement was detected and figure 3b shows the 
user’s thumb when movement was detected and 
green contours identify the movement area. 

 
Figure 2: TI used to control Background-subtraction 
algorithm settings. 

 
Figure 3: Video feed showing user’s thumb; a: no 
movement detected, b: movement detected. 

If the number of consecutive frames 
identified as changed was higher than the Motion 
Speed, the program would send logic high 
voltage to a specific pin. That logic high value 
would activate the relay. 

2.2 Python Imaging Library Algorithm 

A second Computer-Vision algorithm was used 
to improve sensitivity and accuracy. A similar 
procedure used in the previous Sub-section was 
followed. Python Imaging Library (PIL) was 
used instead of the Background-subtraction 
algorithm. 

PIL compared each pixel of the new image 
with the previous image taken. If the new image 
was different from the previous image, the 
approach a high logic voltage to the output pin. 
The high logic value was used to trigger a relay. 

Sensitivity to movement and the amount of 
movement required to trigger the relay could be 
adjusted using “Sensitivity” and “Threshold” 
parameters in the Python program. Sensitivity 
represented the number of pixels in the new 
image required to be different in order to detect 
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a movement. The threshold represented the level 
of difference in the same pixels in two 
consecutive images to be considered as different. 

2.3 Open Source Computer Vision 
Algorithm 

The third attempt to improve sensitivity and 
accuracy considered an Open-Source-
Computer-Vision (Open-CV) Algorithm. A 
similar procedure used in the previous Sub-
section was followed. OpenCV was used to 
analyse consecutive images captured. Sensitivity 
and Detection Area values were assigned. 
OpenCV algorithm compared each pixel in the 
new image taken against pixels from the 
previous image. If a pixel in the new image was 
changed by a value greater than the Sensitivity 
value and the number of neighbouring pixels 
marked as changed was greater than the 
Detection Area, the system identified these 
pixels by drawing a green contour around them. 

A new TI was created to adjust system 
sensitivity and the amount and duration of 
movement required to trigger the relay circuit. 
Figure 4 shows the new TI. The new TI had two 
buttons: Apply Settings and Exit. Four track-bars 
used to modify OpenCV settings: 
 Duration of Motion: The number of 

consecutive images having motion. 
 Sensitivity Threshold: The minimum 

difference required in a given pixel in two 
consecutive images to be marked as 
changed. 

 Detection Area in Pixels: The area of 
neighbouring pixels marked as changed in 
two consecutive images. 

 Switch Activation Time in Seconds: This 
track-bar permitted the new approach to 
work in two different functions: Switch 
and Time-Delay. Setting this track-bar to 
0, the new system would operate as a 
switch (Switch mode), where the relay 
would be triggered once a movement was 
detected and deactivated when no 
movement was detected. Setting this track-
bar to any other value would operate the 
system in a Time-Delay mode. When a 
movement was detected, the relay would 

remain triggered for that value of time (in 
seconds). Then the relay would be 
triggered back to off when no movement 
was detected. 

Once track-bars were set to desired values 
and the Apply Settings button was clicked, the 
program would store the new values and update 
values used in the program. Figure 5 shows the 
new system detecting movement with different 
settings. Figure 5a shows the new system 
detecting movement with relatively low 
sensitivity and a large detection area, figure 5b 
with medium sensitivity and medium detection 
area and figure 5c with relatively high sensitivity 
and small detection area. These settings allowed 
the new system to be used by different users with 
different levels of functionality and types of 
disabilities. 

 
Figure 4: New TI used to modify OpenCV sensitivity and 
amount and duration of movement required. 

 
Figure 5: New approach detecting movement with different 
settings: a: low sensitivity and a large detection area, b: 
medium sensitivity and medium detection area and c: high 
sensitivity and small detection area. 

3 DISCUSSION AND RESULTS  

The work presented in this paper described a new 
approach to steering a smart wheelchair using 
zero-force sensing and Computer-Vision 
algorithms. The new approach used a circuit that 
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connected a camera, a Raspberry Pi and a relay. 
A Python program was created and installed on 
Raspberry Pi. The program implemented three 
Computer-Vision algorithms to conduct image 
processing and control the camera and the relay. 

The camera was directed toward a user’s 
thumb/limb which generated voluntary 
movements that were used to control a powered 
wheelchair. A simple UI was used to operate the 
new approach and a TI was used to adjust image 
and movement detection settings. The level of 
sensitivity, speed and amount of movement 
required could be adjusted using track-bars in the 
TI. All three algorithms successfully detected all 
movements in front of the camera and 
surrounded it by a green contour. The new 
approach analysed that movement and compared 
it to stored settings. If the change detected in an 
image was greater than stored values, the new 
approach would identify that change and trigger 
a relay used to control a powered wheelchair. 

The new approach was tested practically and 
it successfully detected movement. The new 
approach operated in silence and did not 
generate a clicking sound when operated. 

The new approach could be used by multiple 
users. Specific values for “Sensitivity” and 
“Threshold” could be allocated for each new 
user according to their level of functionality 
using the trackbars in the TI. 

4 CONCLUSIONS AND FUTURE 
WORK 

The new approach used a friendly User 
Interface, detected movements used to operate a 
smart wheelchair and needed less effort to 
operate a smart wheelchair. 

The authors are planning to upload the 
program and schematic diagram to an open-
access platform. Users will be able to download 
them free of charge. 

Three different Computer-Vision algorithms 
were compared to improve sensitivity to 
movement and detection accuracy. Results 
showed that the new approach provided fast 
movement detection. Track-bars used in the new 

approach provided enhanced motion detection 
settings. 

The speed of movement considered in this 
approach could be used to filter out unwanted 
movement including user hand tremors or 
undesired movement generated from driving a 
powered wheelchair on the unsettled ground. 

OpenCV provided more accurate and 
sensitive image detection when compared to 
other Computer-Vision algorithms. PIL was 
easier to install and set up on the Raspberry Pi 
than other algorithms. The Background-
subtraction algorithm approach provided faster 
movement detection. 

Future work will further investigate general 
shifts in impairment from purely physical to 
more complex mixes of cognitive/physical. That 
will be addressed by considering levels of 
functionality rather than disability. New 
transducers and controllers that use dynamic 
inputs rather than static or fixed inputs will be 
investigated. Different AI techniques will be 
investigated and combined with the new types of 
controllers and transducers to interpret what 
users want to do. Smart Inputs that detect sounds 
and dynamic movement of body-parts using new 
contactless transducers and/or brain activity 
using EEG. 
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